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ABSTRACT

Quantum backflow describes a phenomenon where arguably forward propa-

gating particle locally propagates backwards. Experiments have only demon-

strated backflow using strong beams in the optics domain and observation of

backflow with truly quantum objects, say individual photons or electrons, is

still missing. Here, we systematically review the concepts which lead to quan-

tum backflow and provide a simple example of backflowing wave function

which to a large extend can be treated analytically and is experimentally im-

plementable.

Keywords: quantum backflow, superoscillation, suboscillation, plain momen-

tum distribution
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CHAPTER 1

INTRODUCTION AND LITERATURE REVIEW

Propagation of waves has remarkable and often counter-intuitive features. The usual exam-

ples of diffraction or interference have recently been augmented with the case of backflow.

In backflow, a wave that has only negative momenta (and hence moves towards negative di-

rection) can still display locally signs of motion in positive direction. These signs could be

in the form of local momentum, local current or intensity increment. This effect has been

observed with optical beams [Eliezer et al., 2020, Daniel et al., 2022, Ghosh et al., 2023]

and can be seen as a special case of a broader class of phenomena called superoscillations

and suboscillations [Chen et al., 2019].

Originally, the idea of quantum backflow appeared in the literature on quantum mechan-

ics [Allcock, 1969, Kijowski, 1974, Bracken and Melloy, 1994], which is also a form of

wave theory but for individual quanta. Yet, quantum backflow, i.e. backflow of individual

quantum particles, has not yet been demonstrated. This is the main motivation behind the

present thesis. We will now gradually introduce all the concepts related to quantum back-

flow that culminate in three, at first sight different, definitions of the phenomenon. We will

argue that some of them are actually equivalent. Various examples will be presented that

illustrate certain important points, and we will stress when they are calculated here for the

first time. Finally, we will provide a simple example of backflowing wave function that is

suited for experimental demonstration.

The example is based on the flat momentum distribution and could be realised with a help

of a single slit and some specific lens setup realising the Fourier transformation in optical

experiments [Wilson and McCreary, 1995]. The time evolution of such flat momentum

distribution will end up with a dynamical backflow defined accordingly. It is a bit surprising

that such a simple example has been overlooked in the literature. We believe that this

is because many works have focused on mathematical aspects of backflow, which seem

optimised for non-normalisable wave packets [Penz et al., 2005].
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CHAPTER 2

WHAT IS QUANTUM BACKFLOW

2.1 Global and local momentum

In quantum mechanics as well as other wave theories one can distinguish between local

and global properties. Momentum is a prime example of a global property. In order to de-

termine it, one needs to determine the wavelength which can only be done if a considerable

part of the wave function is accessible. In contradistinction the probability to find a particle

near a given point or a probability current are well known local properties because they

can be determined given just a small part of the wave function. A less well known local

quantity of high interest in this report is so-called “local momentum” to be defined below.

In order to introduce the local momentum formally let us first recall the usual treatment of

momentum in quantum mechanics. Consider a simple situation, where a particle is moving

in one dimension, say along x axis. In position representation the momentum operator is

given by

p̂ = −iℏ ∂
∂x
, (2.1)

and it acts on the whole wave function and produces another wave function defined on the

whole of the x axis. The eigenstates of the global momentum operator are plane waves

exp(ikx), where p = ℏk, and correspondingly in order to determine possible outcomes

of the momentum measurement (momentum spectrum) one needs to perform the Fourier

transform of the wave function ψ(x) describing the system:

ψ̃(k) =
1√
2π

∫ ∞

−∞
ψ(x) e−ikxdx. (2.2)

Again this emphasises the global character of momentum measurement where the total

wave function is necessary to determine the Fourier transform.

The global momentum has to be distinguished from the local momentum, whose values
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are defined as follows (note that formally this is the local wave number, but the whole

community calls this quantity a local momentum):

kl(x0) = Im
∂

∂x
[logψ(x)]x0

. (2.3)

Here the derivative of the wave function is taken at a point x0 and hence only this local part

of ψ(x) contributes to the local momentum value. The logarithm and imaginary part are

chosen such that the final result returns the value in the exponent of the wave function. For

example, for the plane wave exp(ikx) the local momentum is independent of x0 and equal

to k, the value of the global momentum, justifying the definition of local momentum. In

three dimensions the local momentum is defined as [Berry, 2013a]:

kl(r0) = ∇Im[logψ(r)]|r0 , (2.4)

and we denote its magnitude as |kl(r)| = kl. It will always be clear from the context

whether we discuss one or more dimensions. Local momentum is an important ingredient

in calculating the orbital angular momentum of optical fields [Allen and Padgett, 2011],

and forces on small particles in the field. It is therefore not a purely mathematical concept.

Example 1. To illustrate both concepts of momentum, and their usual behaviour, consider

Gaussian wave packet:

ψ(x) = Ae−
x2

4σ2 eik0x,

where the normalization constant is A = (2π)−1/4σ−1/2. To obtain the global momentum

of the wave packet, we apply the Fourier transform following Eqn. (2.2):

ψ̃(k) = A
√
2σe−(k−k0)2σ2

. (2.5)

As seen the momentum wave function is also Gaussian, but centered at k0. Hence the mo-

mentum spectrum is continuous with most probable values within one standard deviation

from k0. The local momentum follows from Eq. (2.3), it is independent of position and
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given by

kl(x0) = k0. (2.6)

This is a clear example of how the local momentum is different from the global momentum.

But the final outcome might be anticipated because the local momentum is just the most

probable momentum in the spectrum. Fig. 2.1 provides the illustration.

(a) Wave function ψ(x) (b) Global momentum ψ̃(k)

Figure 2.1: A typical behaviour of global and local momenta.
(a) Gaussian wave function (b) Momentum wave function for the case k0 = 0. In this case, the
local momentum is just the most probable global momentum, i.e. kl(x0) = k0 = 0, independently
of x0.

Example 2. In the following example we choose the global momentum within a finite

range and with a constant probability density. As expected the local momentum is between

the minimum and maximum of the global momentum. The position wave function reads:

ψ(x) =
1√
π

sinx

x
. (2.7)

Applying the Fourier transformation of Eqn. (2.2) gives the “barrier” function:

ψ̃(k) =
{ 1/

√
2 for k ∈ [−1, 1]

0 elsewhere
(2.8)

Since the wave function is real, the local momentum is independent of x0 and everywhere

equal to zero. This situation is depicted in Fig. 2.2.
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(a) Probability Distribution ψ2(x) (b) Global Momentum as ψ̃(k)

Figure 2.2: Probability Distribution and Global Momentum of Wave Function given above.
The local momentum of the wave packet sit at kl(x0) = k0 = 0.

The concept of local momentum, instead of a purely mathematical approach to the wave

function, is a wide scale interpretation to the local properties of scalar wave [Berry, 2013a]:

This concept plays a central part in the guiding equation of de Broglie-Bohm theory as the

velocity of individual particles [Holland, 1995], as well as in the Madelung equations of

quantum hydrodynamics [Madelung, 1927]. Furthermore, in optical diffraction, kl could

be regarded as the definition of the direction of optical particles (which later determined as

photon) in the term of scalar waves.

2.2 Superoscillations and Suboscillations

The examples just given showed a typical behaviour of global and local momentum. Here

we review more exotic cases that culminate in quantum backflow. We start with so-called

superoscillations and suboscillations. Superoscillations happen when there exists a local

momentum which is larger than the largest momentum in the Fourier spectrum. Analogi-

cally, suboscillations require local momentum to be smaller than the minimal global mo-

mentum. The mathematical general form of such oscillation, or superoscillatory function

was first given by [Aharonov et al., 2011].

Example 3. Consider first the wave function given in [Eliezer and Bahabad, 2017]:

ψ(x) = (cos(x) + ia sin(x))N , (2.9)
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where a is real and N ∈ N+. For simplicity we set N = 1, and rewrite the wave function

using plane waves:

ψ(x) =
a+ 1

2
eix − a− 1

2
e−ix = c0e

ix + c1e
−ix, (2.10)

where c0 and c1 are constants determined by the value of a. Accordingly, the Fourier spec-

trum is composed of only two momenta, equal to ±1. The definition of local momentum

applied to the wave function (2.10) gives:

kl(x) = Im
d

dx
log[f(x)] =

a

cos2(x) + a2 sin2(x)
(2.11)

By tuning parameter a we can obtain both superoscillations and suboscillations. Fig. 2.3

demonstrates both effects. The solid lines represent local momenta with the upper curve

calculated for a = 1.5 and the lower curve calculated for a = −1.5. As seen, the local

momentum periodically exceeds the maximum of global momentum (for a = 1.5) and

minimum of global momentum (for a = −1.5). The plot is prepared for a = ±1.5, but the

effects are present for all |a| > 1.

Figure 2.3: Superoscillations and suboscillations.
The dashed lines give maximum and minimum of global momenta. The solid curves show the
local momentum. The top curve is calculated for a = 1.5 and since the local momentum exceeds
maximal global momentum it is an example of superoscillations. The bottom curve is for a = −1.5
and since local momentum is below the minimal global momentum we deal with suboscillations.
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Example 4. One may complain that in the Example 3 the wave function is not normalisable

for all values of a, and accordingly perhaps there is no physical system where superoscil-

lations and suboscillations can actually be observed. It would therefore be desirable to

produce normalised wave functions exhibiting these effects. The first new result of this

thesis is the following normalised example:

ψ(x) =

√
1

π(a2 + 1)
J0(x)(cosx+ ia sinx), (2.12)

where J0(x) = sin(x)/x is one of the Bessel functions of the first kind. This wave function

is band-limited as well as superoscillating. To show this we take the Fourier transformation:

ψ̃(k) =
1√
2π

∫ ∞

−∞
dx

√
1

π(a2 + 1)

sinx

x
(cosx+ ia sinx)e−ikx. (2.13)

Using Eq. (2.10) for the expression in the bracket, the integral becomes proportional to

ψ̃(k) ∼
∫ ∞

−∞
dx

sinx

x
(cosx+ ia sinx)e−ikx

=
a+ 1

2

∫ ∞

−∞
dx

sinx

x
e−i(k−1)x − a− 1

2

∫ ∞

−∞
dx

sinx

x
e−i(k+1)x. (2.14)

Since the range of sinx
x

in k space is −1 < k < 1, and the flat momentum distribution of
sinx
x
e−ik0x is centered at k0, we conclude that ψ̃(k) in Eq. (2.14) has spectrum which is the

sum of the range 0 < k < 2 and the range −2 < k < 0. This is clearly a band-limited

global momentum. At the same time the local momentum of the wave function is given by:

kl(x) = Im
∂

∂x
log[ψ(x)] =

1√
π(a2 + 1)

[
sin 2x

sin2 x
− 1

x

]
. (2.15)

Both local and global momenta are plotted in Fig. 2.4, which shows clear evidence for both

superoscillations and suboscillations.

Experimental observations of superoscillations and suboscillations were given in various

experimental schemes. Some experiments aimed at measuring the one-dimensional trans-

verse local momentum of super-oscillatory optical beam by applying slit-scanning proce-
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Figure 2.4: Superoscillations and suboscillations for the normalised wave function in Eq.
(2.12).
The violet curves present the local momentum and the yellow range of [−2, 2] excluding 0 is the
range of global momenta. Here a = −1.5.

dure [Eliezer et al., 2020] or Shack-Hartmann wavefront sensor [Daniel et al., 2022]. In

these works the teams have measured local momentum and we would like to illustrate the

suboscillation explicitly using their wave function.

Consider the superposition of two plane waves with unequal amplitudes, but equally in-

clined to the z-axis:

ψ(x, z) = ei(z+ax) + b ei(z−ax), (2.16)

where b is the ratio between two amplitudes, a is the measure of the angle between the

propagation directions of the two plane waves [the angle is given by 2 arctan(a)], and x is

one of the transverse directions. To find the global momentum in the transverse direction

we take the Fourier transform with respect to x, which up to a global phase eiz, equals

ψ̃(k) =
√
2π[δ(k − a) + b δ(k + a)]. (2.17)

Therefore, along x axis, the particle either moves to the right or to the left with momentum

8



a. The local momentum of the superposed plane waves is given by:

klocal =
a− ab2

1 + b2 + 2b cos 2ax
. (2.18)

Fig. 2.5 shows the local momentum at various points in space and marks the suboscillatory

regions.

Figure 2.5: Suboscillations in optical beams.
The blue curve shows the local momentum of the wave function in Eq. (2.16) with parameters
a = 0.268 and b = 2. The green line shows the lowest global momentum.

Numerous practical examples were realised to verify the superoscillation or suboscillation

effect. Meta-surface interferometer experiment by [Yuan et al., 2017] measured the phase

of the superoscillatory field. The superoscillatory field was formed by focusing two beams

of lights after specially patterned surface.

While the presence of superoscillation in classical optics, that can be produced by periodi-

cal diffraction grating in propagating beams, was predicted by [Berry and Popescu, 2006],

experimental observations of the phenomenon, specifically the optical superoscillations,

were realised only recently [Zheludev and Yuan, 2022]: one of the methods used is the

superoscillatory lens (SOL). In the practical design of SOLs, the local super-oscillation

regions in the spectrum are generally referred to as "hotspots" and enable superoscillatory

imaging with resolution beyond the Rayleight limit. A fashionable design these days is to

9



apply the negative index metamaterials to achieve the complete freedom in designing, by

manipulating the transmissivity and retardation freely in every part of SOL. This concept,

namely superoscillatory metamaterial lens (SML), however, remains a conceptual design.

In a wider scope, superoscillation (and suboscillation) are very common phenomena in real-

ity [Rogers and Zheludev, 2013, Dennis et al., 2008], especially in optical random systems.

In a two-dimensional speckle pattern, one third of area on average is super-oscillatory. Fur-

thermore, in one-dimensional cases the local momentum can be several times larger than

the maximum momentum of input waves. Other practical examples, namely Bessel beams

[Berry, 2013b], are also found to perform superoscillation in certain circumstances.

2.3 Quantum backflow as suboscillation or superoscillation

Quantum backflow is a form of suboscillation where the global momenta are all non-

negative and yet there are points where the local momentum is negative. So based on

global momentum we would argue that the particle is moving, say, to the right, but there

are regions where it flows backwards, hence the name. Of course similarly one could think

of the global momentum being negative and local momentum positive. Given the previous

section, we propose the simplest example of quantum backflow as the following (unnor-

malised) wave function:

ψ(x) = (cos(x) + ia sin(x)) eix =
a+ 1

2
ei2x − a− 1

2
. (2.19)

We have effectively shifted the global momentum from {−1, 1} to {0, 2}. The local mo-

mentum reads:

kl(x) =
a

cos2(x) + a2 sin2(x)
+ 1. (2.20)

Fig. 2.6 shows that the local momentum is negative at suitable points in space.

A similar type of backflow has recently been experimentally observed with classical optical

beams having positive local orbital momentum while carrying only negative global angular

momenta [Ghosh et al., 2023].
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Figure 2.6: Quantum backflow as suboscillation.
Shaded area indicates the range in between the global spectrum {0, 2}. The local momentum is
plotted in solid line and is computed for a = −1.5. It becames periodically negative, showing that
despite global motion to the right, the particle flows to the left locally.

2.4 Quantum backflow in terms of probability current

An alternative approach to quantum backflow does not involve local momentum, but a

closely related concept of the probability current. Recall that the probability current is

given by:

j(x0) =
ℏ
m
Im

(
ψ∗(x0)

∂

∂x
ψ|x0

)
. (2.21)

In these terms, quantum backflow occurs when the particle has non-negative global mo-

mentum (as before) but there are points in space where the probability current is negative.

At first sight this definition looks distinct from the one using local momentum, e.g. the

logarithm is not present in j(x). Yet, we now demonstrate that the positions where backflow

takes place, determined by these two definitions, are exactly same, i.e. we prove that

j(x0) < 0 if and only if kl(x0) < 0. Let us call the argument of the local momentum

function as z, an arbitrary complex number:

∂

∂x
log[ψ(x)] = z (2.22)
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In this way the condition for negativity of the local momentum is simply Im(z) < 0. The

wave function can be written as

ψ(x) = ez x+C , (2.23)

where C is a real constant and x a real variable. We substitute this expression into the

definition of j:

ψ∗(x)
∂ψ

∂x
= ez

∗ x+C z ez x+C

= z e(z+z∗)x+2C . (2.24)

Since the argument of the exponential function is real, the imaginary part of this expression

is Im(z). Therefore the conditions for negative local momentum and negative probability

current are identical. Furthermore, we could expand the relation between the two defini-

tions into a more general one. Assume the wave function takes an arbitrary complex form

ψ = a+ib, then the local momentum klocal and probability flux j(x) are given respectively:

klocal = Im
∂

∂x
[log(a+ ib)]

=
1

a2 + b2

(
a
∂b

∂x
− b

∂a

∂x

)
; (2.25)

j(x) =
ℏ
m
Im

[
ψ∗∂ψ

∂x
|x0

]
=

ℏ
m

(
a
∂b

∂x
− b

∂a

∂x

)
. (2.26)

Therefore:
m

ℏ
j(x) = |ψ|2klocal. (2.27)

We could further generalise this relation to 3-dimensional space, where ψ(x, y, z) is written

in the usual Cartesian coordinates. The definition of the local momentum and probability

12



flux are generalized respectively:

klocal = ∇Im[log(ψ(x, y, z))]; (2.28)

j =
ℏ
m
Im[ψ∗∇ψ]. (2.29)

By repeating above argument for each Cartesian component of local momentum and prob-

ability current we find:

klocal =
1

|ψ|2
m

ℏ
j. (2.30)

Let us now give concrete examples of backflow using the calculation of probability current.

We will first present a mathematical (unnormalisable) example and then a well-behaved ex-

ample. We will also illustrate with these examples the equivalence between the two back-

flow definitions that has just been obtained.

Example 5. For the mathematical example we follow one of the first cases of backflow,

given by Bracken and Melloy [Bracken and Melloy, 1994]. Consider two superposed plane

waves:

ψ(x, t = 0) = Aeik1x +Beik2x, (2.31)

which evolve freely, i.e. under Hamiltonian H = ℏ2k2/2m. This gives the wave function

at time t equal to:

ψ(x, t) = Aeiθ1(x,t) +Beiθ2(x,t),

θn(x, t) = kn x− t
ℏ2k2n
2m

,
(2.32)

where n = 1, 2. Here,A,B, k1 and k2 are positive constants. Clearly, the global momentum

in this example has only two positive values k1 and k2, which are conseved at all times

because the evolution is free. So arguably the particle moves in one direction only, say to

the right. Yet, the probability current of the superposistion in Eq. (2.32) admits

j(x, t) =
ℏ
m

[
k1A

2 + k2B
2 + (k1 + k2)AB cos[θ1(x, t)− θ2(x, t)]

]
. (2.33)
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The minimum of this probability current reads ℏ(k1A−k2B)(A−B)/m, and it is negative

when A > B and k1A < k2B, or A < B and k1A > k2B.

Example 6. Again, one can complain about the lack of normalisation in the above example,

and therefore here we show an example with properly normalised wave functions. Let us

begin with modified wave function from Eq. (2.12):

ψ(x) = CJ0(x)(cosx+ ia sinx)ei2x, (2.34)

with C given in Eq. (2.12). The Fourier transform is given by:

ψ̃(k) =
a+ 1

2

∫ ∞

−∞
dxC

sinx

x
e−i(k−3)x − a− 1

2

∫ ∞

−∞
dxC

sinx

x
e−i(k−1)x, (2.35)

and shows that the range of the global momentum is k ∈ (0, 2) ∪ (2, 4), i.e. all positive.

The probability current is now given by

j(x) = C2

(
sinx

x

)2

sin(2x)(a+ 1)(a− 1). (2.36)

Fig. 2.7 shows the probability flux for a = −1.5 with clearly seen negative values. We also

plot there local momentum to indicate that both functions are negative in exactly the same

range of x. The formula for local momentum reads:

kl(x) =
2a2 + a+ (a+ 2) cot2 x

a2 + cot2 x
(2.37)

2.5 Quantum backflow in terms of spatial probability

Yet another way to define quantum backflow is to require that the probability of observing

the particle to the left of a reference point increases despite the fact that global momenta are

all non-negative. This definition is distinct from all discussed above as for the first time one
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Figure 2.7: Oscillating probability flux and local momentum.
Oscillating probability flux (blue) and local momentum (yellow) for the wave function (2.36) with
a = −0.25. One can observe that both quantities have the same sign. In particular, all negative
values indicate backflow.

talks about dynamics. In order to calculate the change in probability one has to solve the

corresponding time evolution and look at ψ(x, t). The gain is that this definition is directly

experimentally relevant. The next section will be focused on giving a concrete practical

example of this type of backflow. (Possibly varify the relation using continuity equations)
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CHAPTER 3

EXPERIMENTALLY ACCESSIBLE EXAMPLE

The main point of this thesis is a simple and experimentally relevant example of quantum

backflow. Consider a single slit experiment with individual quanta. The probability that

a particle crosses the slit can be well approximated by a flat distribution. With suitably

arranged lens one observes in the focal plane the Fourier transform of the slit. This is the

initial state we consider. Its momentum distribution is just flat and we will choose it purely

negative (to the left). It will then be shown by a combination of analytical and numerical

methods that the time evolution of this initial wave function has growing probability to find

the particle to the right of carefully selected reference points.

The position-space wave function of such an initial state can be obtained from the flat

distribution in momentum space:

ψ̃(p, t = 0) =

1/
√
w if p ∈ [p0 − w/2, p0 + w/2],

0 else.
(3.1)

To write the wave function in position-space we calculate the inverse Fourier transform of

the momentum wave function. Here instead of wave number k we use momentum p, the

relation between them is p = ℏk, and hence the inverse Fourier transform is modified from

Eq.(2.2) to read:

ψ̃(p) =
1√
2πℏ

∫ ∞

−∞
dp ψ̃(p) e−ipx/ℏ. (3.2)

One finds that the initial wave function is given by:

ψ(x, t = 0) =

√
w

2ℏπ
sinc

(wx
2ℏ

)
eip0x/ℏ. (3.3)
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3.1 Numerical Evidence of Backflow in Single Slit Experiment

Consider as the initial state the Sinc wave function with its constant momentum distribution

centered at p0, given by Eq.(3.3), where w is the width in the momentum space (w > 0).

We always choose p0 and w such that only negative global momentum is observed. Recall

the backflow definition is given by the increased probability of observing the particle to the

right of a certain reference point x0. We therefore compute the time-evolved wave function:

ψ(x, t) =
1√

2πℏw

∫ p0+w/2

p0−w/2

dp e−
it
ℏ

p2

2m eipx/ℏ. (3.4)

With this at hand one computes the probability to find the particle to the right of the refer-

ence point x0:

Pt(x ≥ x0) =

∫ ∞

x0

|ψ(x, t)|2dx. (3.5)

By following these steps one finds that the corresponding integrals are numerically ex-

pensive, but with many iterations satisfactory results are obtained. In particular, a concrete

example of backflow is given in Fig. 3.1, where the probability to observe the particle to the

right of point x0 = 2 grows by about 0.5% starting with p0 = −1.5 and w = 3 (unitless).

In the same configuration, one could also examine the probability to observe the particle to

(a) Probability Distribution (b) Probability Evaluated

Figure 3.1: Evolution of probability distribution.
(a) The evolution of probability density |ψ(x, t)|2 as time evolves from 0.1s to 0.3s (the three
curves). The probability density broadens as the time evolves and it moves to the left. (b) The
probability to find the particle to the right of point x0 = 2 (see vertical line in panel (a)) as time
evolves. The increase in panel (b) indicates the backflow effect.

the right of any reference point x0 at a given time t0. It turns out there are many other x0
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where one observes the locally increasing probability, given Fig. 3.2 for the details.

(a) Probability Distribution (b) Backflow Percentage

Figure 3.2: Spacial distribution of backflow.
(a) The evolution of probability distribution to find the particle to the right of a particular x0, i.e.
the horisontal axis shows x0 and the vertical axis shows the result of integration in Eq. (3.5). The
curves represent the time evolution from t = 0.1 to t = 0.5. (b) The backflow as measured by the
difference in probabilities to observe the particle to the right of point x0, i.e. the horisontal axis
shows x0 and the vertical axis gives the difference Ptf (x > x0)− Pti(x > x0), where we choose
the final time to be tf = 0.5 s and the initial time is ti = 0.1 s. According to this definition
backflow accurs for all positive values in the plot. This is clearly seen around point x0 = 1.7, but
in fact small backflow is also present around points x0 = 3.7 and x0 = 5.5. Note also that these
results are for fixed values of initial and final time and in principle the backflow could be larger for
a different choice of tf and ti.

In these numerical evidences, one can clearly observe the backflow even in a sinc wave

packet. A reasonable conjecture could be formulated based on the numerically observed

properties: the sinc wave broadens itself as time evolves, all the peaks (the main one and

smaller side peaks) broaden and hence the maximum of the wave function quickly drops to

keep normalisation. At the same time the purely negative momenta move the wave function

to the left. The backflow occurs for delicately chosen reference points x0 where the part

of the area below the probability density curve that moved to the left is smaller than the

part introuced by the broadening. This intuition is confirmed in Fig. 3.2 where panel (b)

shows that backflow is occuring next to the minima of the initial wave function, which are

the points most susceptible to changes due to broadening and movement.
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3.2 Analytical Derivation

Numerical analysis of the previous section shows definitely that backflow happens in the

considered simple system. However, the single-slit configuration is simple enough to obtain

analytical results, though even in this case certain non-trivial mathematical concepts arise.

Consider the position-space wave function given by Eq. (3.4). The upper and lower limit

of the integral could be simplified with the substitution p→ p− p0:

ψ(x, t) =
e−ip20t/2ℏm+ip0x/ℏ

√
2πℏw

∫ w/2

−w/2

dp e−ip2t/2ℏmeip(x−p0t/m)/ℏ. (3.6)

The probability density distribution in position space then reads:

P (x, t) = |ψ(x, t)|2 = 1

2πℏw

∫ w/2

−w/2

dp

∫ w/2

−w/2

dp′e−i(p′2−p2)t/2ℏmei(p
′−p)(x−p0t/m)/ℏ. (3.7)

In order to arrive at unitless quantitites (easier to optimise numerically), we implement the

following change of two variables:

u =
p+ p′

2
, v = p′ − p. (3.8)

When changing two variables the integration measure must be multipled by the Jacobian

of the transformation. We therefore compute:

J =

∣∣∣∣∣∣
∂p
∂u

∂p
∂v

∂p′

∂u
∂p′

∂v

∣∣∣∣∣∣ =
∣∣∣∣∣∣ 1 −1/2

1 1/2

∣∣∣∣∣∣ = 1, (3.9)

where we used the transformation rules:

p = u− v

2
, p′ = u+

v

2
. (3.10)

According to this change of the variables, the integration limits in Eq. (3.7) are modified as
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Fig.3.3:

P (x, t) =

∫ w/2

−w/2

dp

∫ w/2

−w/2

dp′f(p, p′)

=

∫ 0

−w/2

du

∫ w+2u

−w−2u

dvf(u, v) +

∫ w/2

0

du

∫ w−2u

−w+2u

dvf(u, v)

=

∫ w/2

−w/2

du

∫ w−2|u|

−w+2|u|
dvf(u, v)

=
1

2πℏw

∫ w/2

−w/2

du

∫ w−2|u|

−w+2|u|
dv eiv[x−(p0+u)t/m]/ℏ, (3.11)

The probability of finding the particle right of the reference point x0 is accordingly given

Figure 3.3: Change of upper and lower limit of the integral.
The upper and lower limit of u and v can be evaluated via their relation with p′ and p. For example,
at point A, p′ = u+ |v|/2 = w/2, therefore |v| = w − 2u; and at point B, p = u− |v|/2 = w/2,
similarly, |v| = −w+ 2u. Therefore, the upper and lower limit of integration over v is given. Then
the integration over u is given by the upper and lower limit of value of u, i.e., ±w/2.
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by:

Px>x0 =

∫ ∞

x0

dxP (x, t)

=
1

2πℏw

∫ w/2

−w/2

du

∫ w−2|u|

−w+2|u|
dve−iv(p0+u)t/mℏ

∫ ∞

x0

dx eivx/ℏ

=
1

2πℏw

∫ w/2

−w/2

du

∫ w−2|u|

−w+2|u|
dv eiv[x0−(p0+u)t/m]/ℏ

∫ ∞

0

dx eivx/ℏ, (3.12)

where in the last equation we subsituted x → x − x0. The integration over x can be

evaluated using the well-known Sokhotski-Plemelj formula [Julve et al., 2016]:

∫ ∞

0

dx eivx/ℏ = iP.V.
ℏ
v
+ πδ(v/ℏ) = iℏP.V.

1

v
+ πℏδ(v) (3.13)

where the P.V. stands for the Cauchy principal value and we used the scaling property of

Dirac delta. The overall Eq. (3.12) is then reformed as:

Px>x0 =
1

2πℏw

∫ w/2

−w/2

du

∫ w−2|u|

−w+2|u|
dv eiv[x0−(p0+u)t/m]/ℏ[πℏδ(v)] + (3.14)

i

2πw

∫ w/2

−w/2

du

∫ w−2|u|

−w+2|u|
dv eiv[x0−(p0+u)t/m]/ℏ

[
P.V.

1

v

]
(3.15)

The first part can be directly evaluated:

1

2πℏw

∫ w/2

−w/2

du

∫ w−2|u|

−w+2|u|
dv eiv[x0−(p0+u)t/m]/ℏ[πℏδ(v)] =

1

2
. (w > 0) (3.16)

The second part can be simplified using the definition of the Cauchy principal value. It

states that the integration over v can be computed by taking the integration limits approach-
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ing the singular point v = 0 as follows:

lim
ϵ→+0

(∫ −ϵ

−w+2|u|

dv

v
eiv[x0−(p0+u)t/m]/ℏ +

∫ w−2|u|

ϵ

dv

v
eiv[x0−(p0+u)t/m]/ℏ

)

= lim
ϵ→+0

(
−
∫ w−2|u|

ϵ

dv

v
e−iv[x0−(p0+u)t/m]/ℏ +

∫ w−2|u|

ϵ

dv

v
eiv[x0−(p0+u)t/m]/ℏ

)

= lim
ϵ→+0

∫ w−2|u|

ϵ

dv

v
(eiv[x0−(p0+u)t/m]/ℏ − e−iv[x0−(p0+u)t/m]/ℏ)

=

∫ w−2|u|

0

dv

v
2i sin

(
x0 − (p0 + u)t/m

ℏ
v

)
= 2iC

∫ [x0−(p0+u)t/m](w−2|u|)/ℏ

0

dv

v
sin v. (3.17)

The last integral is a special case of general sine integral function Si(z):

Si(z) =

∫ z

0

dv

v
sin v, (3.18)

which is widely numerically implemented, and the overall probability of finding the particle

right of reference point x0 reads:

Px>x0 =
1

2
− 1

πw

∫ w/2

−w/2

du Si

(
x0 − (p0 + u)t/m

ℏ
(w − 2|u|)

)
. (3.19)

Alternatively, the same result is obtained perhaps more directly with the help of contour

integral [Brown and Churchill, 2009]. Consider integration over x in Eq. (3.12):

∫ ∞

0

dx eivx/ℏ = lim
ϵ→+0

∫ ∞

0

dx eivx/ℏ−ϵx = lim
ϵ→+0

1

iv/ℏ− ϵ
e(iv/ℏ−ϵ)x

∣∣∣∣∞
0

= lim
ϵ→+0

−iℏ
v + iℏϵ

,(3.20)

where the steps are justified as follows. Since eivx/ℏ is an oscillating function of x, its

integral is undefined at infinity. In the first step we multiply this function by exponentially

decaying factor e−ϵx so that the total integrand is now equal to zero at infinity. The idea is to

evaluate such obtained integral and then take the limit ϵ→ 0. Now we move to integration

over v:

(−iℏ) lim
ϵ→+0

∫ w−2|u|

−w+2|u|
dv eiv[x0−(p0+u)t/m]/ℏ 1

v + iℏϵ
. (3.21)
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The limit over ϵ is kept outside the integral, so that it is clear that the integrand function has

a complex pole at v = −iℏϵ. The residue theorem states that:

∮
C

f(z)dz = 2πiRes(f), (3.22)

where the integral is over positively oriented curve C (such that when moving on it the

interior is on the left) that winds around the pole, and Res(f, p) stands for the residue,

computed as follows:

Res(f, p) = lim
z→p

(z − p)f(z), (3.23)

where p stands for the pole. In our case, f(z) = eizC/ℏ 1
v+iℏϵ , where for brevity we intro-

duced constant C. Hence the residue is equal to:

Res(f) = eϵC → 1 (3.24)

where the limit is for ϵ → 0. Since the pole of the function is negative and lies along the

imaginary axis in the complex plane, see Fig. 3.4, and we aim at determining the integral

from a = w − 2|u| to −a = −w + 2|u|, we choose the integration curve as a line from a

to −a along the real axis and a semi-circle of radius a winding the pole, which is a positive

oriented curve. Here, for further simplicity, we replace [x0 − (p0 + u)t/m]/ℏ with C and

we denoted the original integral over v as "ANS":

ANS = (−iℏ) lim
ϵ→+0

∫ a

−a

dv

v + iℏϵ
eivC/ℏ, (3.25)

and thus:

−ANS = (−iℏ) lim
ϵ→+0

∫ −a

a

dv

v + iℏϵ
eivC/ℏ, (3.26)

Finally, applying the residue theorem with v = aeiθ,dv = iaeiθdθ and approach ϵ to 0, this

gives:

2πiRes =→ 2πi = −ANS +

∫ 2π

π

dθ ieaCeiθ/ℏ, (3.27)
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Figure 3.4: Inversely oriented curve of the integral.

thus,

ANS =

∫ 2π

π

dθ ieaCeiθ/ℏ − 2πi

= πi+ 2i Si(aC/ℏ)− 2πi

= 2i Si(aC/ℏ)− πi. (3.28)

put everything back while substitute back the value of a and C:

1

2πℏw

∫ w/2

−w/2

du − (iℏ)πi− 1

πw

∫ w/2

−w/2

du Si

(
x0 − (p0 + u)t/m

ℏ
(w − 2|u|)

)
, (3.29)

the former part of integration returns 1/2, and therefore, the final result remains the same:

Px>x0 =
1

2
− 1

πw

∫ w/2

−w/2

du Si

(
x0 − (p0 + u)t/m

ℏ
(w − 2|u|)

)
. (3.30)

And thus prove the analytical solution.

The obtained solution can be used to provide high resolution graph of the probability Px>x0 ,

for an example see Fig. 3.5.
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Figure 3.5: Analytical approach to backflow.
Probability to find the particle to the right of point x0 = 2 using analytical expression (3.19). Here
p0 = −1.5 and w = 3 (unitless). Each increase in the plot represents the presence of backflow.
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CHAPTER 4

DISCUSSION ON THE EXAMPLE

We would like to propose an intuitive understanding about the origin of backflow in the

single-slit experiment. On one hand, one has purely negative global momentum, which

shifts the whole wave function in one direction, in this case to the left. Yet, in quantum

mechanics all freely evolving wave functions spread in time. In may therefore happen that

the probability which “escaped” from the region to the right of some reference point x0 is

actually smaller than the probability that was “added” by the spread of the free evolution.

An observation that supports this intuition is that backflow happens around the points where

the initial probability density has minima.

Furthermore, such understanding could be illustrated by the graph provided by our analyt-

ical solution:

As observed, dynamical backflow happens exactly at those times where the time evolution

makes the probability of the particle right of the reference point x0, while always have

lagged behind the local minima of the probability distribution at time t = 0. This could

be explained by the all negative global momentum p, which leads the wave as well as the

probability distribution leftward as time evolves. This would also result in the local min-

ima of the probability distribution moving left, which effectively cause the "lag" between

backflow and local minima (t = 0).

Also, recall that such wave will broaden itself while time evolving, and would effectively

push the local minimums away from each other. This would result in the "lag" between each

local minima and backflow "hotspots" from left to right, appearing progressively larger.

This effect could also be observed in the panel (b) of Fig. 4.1, where the "lag" appears to

be larger and larger for each backflow "hotspots" form left to right.

The thesis was focused on providing a simple example and due to time constraints we were

not able to optimise the effect over experimentally relevant sets of parameters. The figure of
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(a) Backflow and Probability distribution

(b) Backflow and Squared original wave function

Figure 4.1: Backflow analysis on spacial distribution and time-evolution.
Panel (a) provides the backflow plotting against the probability of finding the particle right of the
reference point x0 in a time evolving from 0.1 to 0.9 (dimensionless). Panel (b) provides the
backflow plotting against the squared original wave function (which gives the probability
distribution at t = 0). In both panels, backflow happens when the backflow curve is above 0.

merit that one would like to maximise is the difference between Pt(x ≥ x0)−Pt0(x ≥ x0)

where t0 denotes the time where the probability has local (in time) minimum.
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CHAPTER 5

CONCLUSION

The thesis provides review of concepts used to define the quantum backflow effect. These

include: local momentum (local wave number), superoscillation (and suboscillation), prob-

ability current and probability to locate the particle in a particular region in space. The

backflow occurs when the local momentum is opposite to global momentum and all global

momentum spectrum has one sign. It can also be defined as probability current being op-

posite locally to global momentum. We showed that both definitions are equivalent. In the

third approach the backflow occurs when the probability to find the particle say to the right

of reference point grows despite only negative global momentum. We provided an experi-

mentally viable example of this sort: a flat distribution of momentum, which gives us a sinc

function in position representation turns out to be backflowing. The predicted amount of

backflow is 0.5%, which is challenging and perhaps could be improved in further research.
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