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Abstract

No experiment to date provided direct evidence for quantum features of gravitational interaction. Recently
proposed tests suggest looking for generation of quantum entanglement between massive objects. Motivated
by the success of cooling kilogram mirrors of the LIGO interferometer to near ground state, we study the
entanglement dynamics between two massive objects interacting gravitationally. In this thesis, we will focus
on two setups: 1) Entanglement of two optomechanical oscillators, 2) Entanglement of two free falling objects.
We derive a figure of merit that characterises generated entanglement and entangling time, and show that
squeezing of the initial state of the mirrors significantly improves the entanglement. The derivations are
supplemented with numerical evidence showing accuracy of our approximations. All this provides a range

of experimental parameters required for observation of the gravitationally-induced entanglement.
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Chapter 1

Introduction

1.1 Motivation

The electromagnetic, weak and strong forces are unified wihtin the framework of quantum physics [1, 2].
Naturally one asks about the possibility of unifying the gravitational force under a quantum umbrella. Due
to the weakness of the gravitational force, direct observations of effects of gravitational force or couplings
prove to be difficult. Several experiments measured the effects of gravity on quantum matters: gravity-
induced quantum phase shift in vertical neutron interferometer [3], precise measurement of gravitational
acceleration by dropping atoms [4], or quantum bound states of neutrons in a cofining potential created
by gravitational field and a horizontal mirror [5] showed successful interactions between quantum particles
and a Newtonian gravitational field. Recent experimental scheme to probe inverse square law of Newtonian
gravity is described in Ref. [6]. In all these experiment, gravity is treated as classical object. This motivates
us to propose a scheme that can truly detect quantum features of gravitational interactions. The basic idea
is to look for quantum entanglement between objects mediated by gravitational interaction.

In this paper, we provide two experimental proposals to probe for possible entanglement between spheres.
The first proposal involves optomechanical system where the targets of entanglement are kilogram mirrors
trapped in harmonic traps, interacting gravitationally. The second proposal involves free falling spheres.
A figure of merit characterising both the maximal amount of gravitationally-induced entanglement and the
time it takes to observe it are derived analytically. For the case of optomechanical system, the derivation
includes various initial states and shows that the mirrors have to be cooled down very close to their ground
states and that squeezing of their initial states significantly improves generated entanglement. Numerical
simulations of the setups are then performed using current limits of optomechanical experiments, producing
a realistic parameters required to observe entanglement.

Entanglement of two quantum objects that are interacting indirectly via a third mediator proves that the

mediator is a quantum entity [7, 8]. For our proposal, we do not treat gravity as a mediator, but rather,



we attempt to entangle subsystems A and B directly through the gravitational Hamiltonian. We believe
that same results are obtained as if we treat gravity as an external mediator. This is due to the fact that

gravitational effect propagates at the speed of light, as a result, there is reason to believe gravity is mediated.

1.2 Theoretical frameworks

In this section, we reviewed background information relevant for the projects. We first introduce the con-
tinuous variable formalism of Gaussian states and the quantification of entanglement between two Gaussian

states. Next, we provide a comprehensive review on squeezed ground states and thermal states.

1.2.1 Gaussian state covariance matrix

The infinite dimensional Hilbert space of quantum states makes numerical calculations difficult and requires
dimensional truncation. Using the Wigner-Weyl transformation, one can map Hilbert space operators in the
Schrodinger’s picture to functions in quantum phase space formulation invertibly, preventing dimensional
truncation during calculations.

The Weyl-tranformed function O in quantum phase space formulation for an operator O is defined as [9]

Y

O(x,p) = /dy e B <$+%|OA(£,]§)$—*>. (1.1)

The trace of two operators can hence be calculated as follows:

inf 0o _ B .
| [ awwoenoen = [ [ / de dp dy dy' e (z+ Y1012 )le - U)
inf J —o0

xe™H (o + wxxmm—2>
- / / / / dr dp dy dy e " (z + %|0}(@,p)\a: _ g>
<o+ L10s( e — L) (1:2)

Re-expressing the integral of p as a Dirac-delta function,

/ / dp dy f)e” "H = /_Oo dy' 20hd(y + ') f(y')
- Qth(—y% (13)

the integral is then evaluated to be

/Z/dedpo1(:ﬂ,P)02(x,P) = 27rh/ / dz dy x+7|01(5g ﬁ)\x——}

% (a = 210a(#.5)lz + 3).



Applying a change in variables u = 2 — y/2 and v = = + y/2,

1 [eS) [eS) B B oo oo R .
o | [ A d0i@nOsen) = [ [ dudo 0lOufu) wiOale)
27h —00 J —00 —00 J —00
= Tr[0,0,). (1.5)
The Wigner function is defined as
W(z,p) = P ,where p is the density matrix
2rh
(o)
_ 1 iy Y\ Yy
= 5 e w(x+2)¢ (x+2). (1.6)

The expectation value of an observable can then be expressed in terms of Wigner function

(0) = T[p0]
= %/_ /_ dx dp p(x,p)O(x,p)

/_O; /_O; dx dp W (z,p)O(x, p). (1.7)

For symmetrised operator S(Z"p™), expressing its expectation value in terms of Wigner function [10],

sy = [ h /_°° dedp W (2, p)a"p'™. (1.8)

The symmetrised operator is defined as such

o am Aj;
S@E" ) = Prr (1.9)

where T is the number of numerator terms [11].
For N-mode Gaussian states, their Wigner functions are normalised Gaussian distributions parameterised

by N-pairs of position and momentum defining each mode,

1 1. -1
W) = exp (—g [VUV)] 5T> , 1.10
© 2m)NVdet VN 2 (1.10)
where VIN) is a 2N x 2N covariance matrix, é = (&1,p1," -, &N,Pn). The Gaussian states are fully described
by second moments (i.e. S(&,p) = (Zp + p&)/2, where & and p are position and momentum operators



respectively) [12], they are completely imposed by their covariance matrices V) which are obtained as

- ﬁA&-Ag} +AGAG] <AgiAgj +AE Aéi>
2 2
= [ wiegd eve
Vi, (1.11)
where AE = € — (£).
1.2.2 Entanglement of bipartite system
The commutation relation for the N-pairs of position and momentum operators & = (&1,p1, -+, 2N, Pn)

describing a Gaussian state can be concisely expressed as a sympletic form (2,

N

FUA R 0 1 R

&,&] = Qi , where Q= @, o) 1 refers to imaginary number, (1.12)
i=1

and the elements forming the covariance matrix of a Gaussian state are

Vig = $(&& +&&) — (&) (&) - (1.13)

1
2
The constraint for the covariance matrix to represent physical Gaussian state is described by the uncertainty
relation [13, 14]

2V +iQ > 0. (1.14)

For a two mode Gaussian state, the covariance matrix can be re-written in the form of
V=v® _— , (1.15)

where L 44 and Lpp are 2x2 matrices describing the local mode correlations of the individual mode Gaussian
state and L 4p describes the intermodal correlations between the two modes.
The constraint for covariance matrix can then be re-expressed in terms of det(V) and > (V) = det(L4) +

det(Lpp) + 2det(Lap) as [15],

V) < 14det(V). (1.16)



An expression for the sympletic eigenvalues of the two-mode Gaussian state is derived to be:

1/2\ 1/2
VT o= (2) 12 <Z(V) ¥ (Z(V)2 - 4det(V)) ) , (1.17)
with v~ < T, and the uncertainty relation in Eq (1.14) is further simplified to

v > = (1.18)

DO =

For a two mode system, the Peres-Horodecki positivity of the partially transposed state (PPT) criterion [16]
is sufficient to provide an analysis on the separability of the Gaussian states. The partial transposition of
a bipartite quantum state is the transposition of either one of the subsystems in a given basis [17]. In our
case, we defined the partial transposition with respect to subsystem B, which is equivalent to switching the
sign of the momentum operator for the second subsystem in the covariance matrix. The resulting covariance
matrix V differs from the original covariance matrix by a sign switch for the determinant of L 4p.

The newly defined sympletic eigenvalues are calculated as follows

Y (V) = det(Laa)+det(Lpp) —2det(Lap) (1.19)

(2)1/2 (Z(f/) ¥ (Z(W - 4det(f/))1/ 2>1/2. (1.20)

=0t

Therefore, based on the PPT criterion of serparability, the two modes are entangled if the minimum sympletic

eigenvalue satisfies the inequality
o< = (1.21)

The quantitative analysis of entanglement can be computed by the logarithmic negativity of the Gaussian

states [18, 19]. The negativity of any quantum state p’ is defined as

"
N = el =1 H; , (1.22)

where ||p/|; = Tr|p/|= Try/ [;’Tp~’ is the trace norm of the partially transposed density matrix p’. The
logarithmic negativity Es is hence related to negativity defined as [18]

Exy = (2N +1), (1.23)

which establishes an upper bound to the distillable entanglement of the quantum state. For a two-mode

Gaussian state p’, the negativity and the logarithmic negativity are shown to be functions of the minimum



sympletic eigenvalue of its partially tranposed state,

7= 5= = ) = max 0. 72 (121
Exn = max [0, — In(2N + 1)]
=max [0, —In(207)] . (1.25)

Hence, the violation of the PPT criterion for separability, i.e. o~ < 1/2, results in a non-zero logarithmic

negativity, quantifying the extent of entanglement of the systems [20].

1.2.3 Squeezed ground state

A ground state of quantum harmonic oscillator exhibits a symmetrical distribution of the standard deviations

1
AT =Ap= \E (1.26)
atal a-a

where T = 73 and p = - \/; are dimensionless position and momentum operators respectively. By applying

for position and momentum

a squeezing operation , one can reduce one of these standard deviation beyond that of the ground state at
the price of increasing the other one.

The ground state wave function of a harmonic oscillator in the position representation is given as

22

Uo(z) = —e 2. (1.27)

3
N R

Performing a Fourier transform, the wave function in momentum representation is

1 * —ipx -5
Yo(p) = E/ e PV (z)dr = 7T%e 2 (1.28)

By squeezing this state with a squeezing factor of R > 0, the wave functions of the squeezed states are scaled
by a factor of R, where R = erew, with r being the squeezingstrength and 0 being the squeezing phase. The

resulting wave functions are

Uelx) = T e” 2 (1.29)
1 _(rp)?
Usq(p) = i z . (1.30)
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The variances of the position and momentum for the squeezed states are hence calculated to be

1

(AZ)? = Y] (1.31)
(Ap)® = %. (1.32)

For position squeezed state (i.e. the position variance is below that of the original ground state), R > 1. For
momentum squeezed state, R < 1.

In matrix formalism, the squeezing operator is [21]

R *22 AT2
S(6) = exp lW] ) (1.33)

where § = re?? is the squeezing parameter. For ground state squeezing, r = InR and # are real numbers.

1.2.4 Thermal state

The distribution of phonons at different energy states of quantum harmonic oscillator for a given temperature
conforms to the Bose-Einstein distribution as described in statistical mechanics [22]. Such states are known

as thermal states. The density matrix of a thermal state is defined as:

1 St hw
Pth Ze ) ﬂ kTa
(1.34)

where k is Boltzmann constant, 7' is the temperature of the state, w is the frequency of the state and

Z

Tr{e Pa'a}
S (nfe#4'8 |n)
= Y e

n

1

11



The average number of phonons in the thermal state n of given temperature T is

where N = (n).

(n)

1
= 2 me
1
= 2[664-26 28 43¢0 4 }
1
= Z[e ﬁ+e Zﬁ_i'_e 354'_
+e P e 4
+e 34
1 e P e 28 e 38
N Z[l—e—ﬁ 1—e 8 1—e‘5+”}
_ (1_ —6) 1 e P
l—e B \1—eh
1
- 5 (1.36)
A‘f,\
B 1 N a’' a
P = Ny1\N ¥
1 N "
_ 1.37
w1 2 () ol (1.37)
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Chapter 2

Entanglement dynamics between two

massive oscillators

Consider two spheres of mass my and mpg, each with radius R. The two spheres are intially separated by
distance L, each trapped in an harmonic trap of frequency w that also interact via Newtonian gravity as in

Figure (3.1).

Probe A Probe B

Oscillator A Oscillator B

Figure 2.1: Two mechanical spheres trapped within individual harmonic traps interacting purely via gravity.
Measurement of the entanglement between the spheres can be done by probing them with weak lights

From Appendix 5.1, we have shown that the interacting Hamiltonian for two spheres due to gravitational
interaction is equivalent to that of two point masses. Hence, the Hamiltonian of the proposed system can
be expressed as the individual hamiltonian of the oscillators and the interacting gravitational hamiltonian.
Approximating the interacting hamiltonian to the second order term, we have:

52 52
N P 1 R D 1 A
H = ﬁ + §mw2m?4 + ﬁ + imwzx%

sz (.f?A—i‘B) (i?A—i‘B)
— 1
L * L * L?

2

(2.1)

By expressing the position operators as a linear combination of creation and annihilation operators @y, ,,,

m,n’

one can observe that the entanglement coupling arises from the second order expansion of the gravitational

13



interaction. The termination of the expansion of the gravitational Hamiltonian at the second order can be

justified by the fact that the standard deviation of the oscillators’ position, Az is much smaller than the sep-

aration between the oscillators. Hence, for higher order expansion, AL—{L” ~ 0. For observable entanglement,

the Hamiltonian of coupling term has to be comparable to the individual Hamiltonian of the oscillators.

Hence, for ground state oscillators,

. . hw
(#a-dp) ~ &
Gm . . h

Gm?
13

)

We hence define a figure of merit n = fgg’; as the relevant factor for entanglement. Remarkably, this simple
figure of merit characterises both maximal entanglement achievable within the considered system and time
required to achieve it. The derivations below will give all the details.

From the Hamiltonian, the equations of motion for the system in Heisenberg picture are derived as follows

fA = wpa (2.3)
. (ARSI 0pa

= _[H 4
Pa h[ ,Dal + 5

= L el (G G )

T h AT I ATE
. _ 2Gm_w i _2Gm5€ +Gm2 1 (2.4)
pa =\ L3 AT T TN hnw :
R i O

= —H _—
B R UL 2]+ 5

52 2

_ Y(PB. . P

N h<2mxB xAZm)

_ i fzih. \ _PB

) PB
rp = wppB (25)
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X 1 - ~ aﬁB
= —[H s
DB h[ ,DB] + ot
. —m 2@@ ,@E,%EQ@ —ip)
T e I I At
. B 2G'm A P 2ij B Gm? [ 1 (2.6)
P = wlL3 B w3 A L2 hmw '

The position and momentum operators (&, p) are converted to dimensionless forms (Z,p). The above equa-

tions can be re-written in a matrix form u(t) = Ku(t) + ¢,

P 0 w 0 0\ (74
pa| (362 —w) 0 —2Cm 0| | pa
in| 0 0 0 wl | 75
PB im0 (B -w) 0) \ps

The solution is

¢
u(t) = eftu(0) + eKt/ ce Kt at,
0

+

0
Gﬂf /1
L hAmw (27)
0
_Gm? [ 1
L2 hmw
(2.8)

and since the equations of motion are linear, the dynamics of the system is gaussianity-preserving. As such,

we can characterise the system at all times using covariance matrix defined by V;;(0) = 4 ({Au;(0), Au;(0)}),

where {.,.} is the anti-commutator and Au = u — {(u)

Vi) = 5 {Aui(0), Auy(0)})
= 5 {(0a(0) — (ua(0)))50) — (15 (0)) + (u(0) — {u5(0))) w(0) —
= 5 (a(0)u5(0)) 2 (us(0)) (15(0)) + i (0)us(0)))
= 5 (0005 (0) + 5 (0)us(0)) — ((0)) u50)

(ui(0))))

(2.9)

The elements of the time dependent covariance matrix are derived as Vi;(t) = & ({Au;(t), Au;(t)}). Note

that

S0, A ()} = 3 (s t) + s (O (0)) — (i) (1)

15
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Evaluating Au(t) using Eq (2.8),

Au(t) = u(t) = (u(t))
e®tu(0) + e /t ce KV qt! — <eKtu(0) + ekt /Ot ce_Kt/dt’>

0
— Kty — (Kt Kt tcefKt’ 1| Kt tcefKt’ /
_ (0) — (X1u(0)) + /0 dt < /0 dt>
= efu(0) — (Mu(0)). (2.11)

As such, we can ignore the term with constant ¢ (see Eq (2.8)) as it does not contribute to Au(t), and we

can rewrite time dependent dynamics of the systems as u(t) = eXtu(0) = M (t)u(0),
Valt) — <z MA00) 57 M 0)+ 57 M) 3 M 010 >

_ <Z Mik(t)uk(0)> <Z Mji(t) (ul(0)>>
k 1

= MM B ({0 010 (0) + (0} (01) ~ (ur(0) (0]
= ZMm (t)Vii(0)

= ZMik Vi (0) M ()T (2.12)

Hence, the time dependent covariance matrix is

V(t) M)V (0)M(t)T

= SV(0) (5" (2.13)

From the equations of motions, K is the matrix defined as

0 w 0 0
2Gm 2Gm
—w 0 — 0
K = | @& wl? . (2.14)
0 0 0 w
- 0 w0

Let eXt = AT where A = K/w, T is a dimensionless time variable wt, then

(2.15)



Solving for eigenvalues of matrix AT

det(AT — A1) = 0
—-A T 0 0
T-T —-Xx —nT 0
det " K = 0
0 0 - T
—nT 0 nI'—=T =X
M4 N2(2T? — 2T+ (T* — 20T = 0
—@r? - 27?) & VRT3 TP - AT =T,
5 =
A, =nT?—nT? =T? or X, =nT?+nT*-T?
Mo ==HiT or Azy=+T2n— 1.
Solving for eigenvectors of matrix At:
1 1
- ’ Vo1 — Vo
1 1 -1 -1
v = Vg = V3 = =
. ) 1 1
-t ¢ - V2n—1 2n—1
1 1 1 1

Using the Fundamental Matrix Solution stated in Appendix 5.2.1,

: 1 1
- t =1 ERVeTES
T4 = e’ 1' + Che™ T 1 + C’ge_T‘/Mi_1 _1 + CyetV2n=T _11
-t v T V/2n—1 2 —1
1 1 1 1

17
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(2.17)

(2.18)



The fundamental matrix solution

is defined to be

4T =T 1 —Tyon=1
e e =T ¢
i e—iT e TV2n—1
M(T) = _ _
7’L'€7'T ,L‘esz _ 2;_1€7T\/2n71
eiT efiT e*T\/Qr]fl
_1 1 _1 1
17 1 4 4
1 1 1 1
41 4 41 4
M) =
2n—1 1 V2n—1 1
4 1 4 4
_V2n—1 1 2n—1 1
4 4 4 4
T4 = M(T)M(0)?
cosT + cos(T/1T—2n) sinT + 7““@%{?)
i sinT — /1 —=2nsin(T/1—2n) cosT + cos(T/1—2n)
= 3 |
cosT — cos(T/T—2n) sinT — sm(% Vj{f’”

—sinT + /T —2nsin(T/1 — 2n)

cosT — cos(T/1—2n)

To simplify the matrix calculation, we let € = /1 — 21, a = cosT, b = cos(eT), c=sinT, d = sin(eT),

a+b c—l—g a—>b
—c—de a+b —cH+de
1
T2
a—>b c—g a-+b
—c+de a—b —c—de

18

1 T2n—1
— ¢ n
e 2.19
1 Tv27-1 (2.19)
2n—1
eT 2n—1
(2.20)
cosT — cosh(T\/1 — 2n) sinT — b“‘(% 7127]2")
—sinT + /1T =2nsin(T/1—2n) cosT — cos(T\/1T—2n)
cosT + cos(T'/T—2n) sinT + S”‘(% 627]2")
—sinT — /T =2nsin(T/1—2n) cosT + cos(T/1T—2n)
(2.21)
d
¢
a—1b
(2.22)
c+ g
a+b



2.1 Ground state

2.1.1 Derivation of covariance matrix

Consider two quantum harmonic oscillators initially prepared in ground states. The evaluation for the
entanglement evolution of the system of the system first requires solving the covariance matrix of the systems
for ground state harmonic oscillators at time wt.

We first begin by deriving the covariance matrix of the initial state of the system. For intermodal correlation,
the single mode operators act on different subsystem, resulting in the reduction of those terms to zero. Hence,
the resulting non-zero terms are local mode correlation for the respective subsystem. The full derivation can
be found in Appendix 5.3.1

The covariance matrix describing the initial state of the system is hence

1000
0 3 00
ng(O) = (2.23)
0 0 % 0
00 o0 %
We can next calculate the covariance matrix at time t,
a+b c—l—g a—b —g % 0 0 O a+b —c—de a—b —c+de
Voa(t) 1|—-c—de a+b —c+de a-—0b 0 % 0 0 c+§ a+b c—g a—>b
J - =
! 4 a—>b cfg a+b c+g 0 0 % 0 a—b —c+de a+b —c—de
—c+de a—b —c—de a+bd 0o 0o o 4 c—g a—>b c—i—% a+b
L L
b (2.24)
Lip Lss
The elements for the L 44 are
1 d\? d
V11 = 8<(a+b)2+(c+€) +(a—b)2+(c—€)>
1 d d
Vis = 3 (a+b)(—c—de) + (a+b) c+g +(a—b)(—c+de)+ (a—D) ¢~
1 d d
Vor = 3 (a+b)(—c—de)+ (a+b) c—l—g + (a—b)(—c+de)+ (a—1D) c=
1
Voy = g((—c—ds)2—i—(a—|—b)2—i—(—c—&—clE)Q—I—(a—b)Q).
(2.25)

19



The elements for the L4p are

1 d d
V13 - g ((a+b)(a—b)+ <C+ 6) ( - E))
1 d d
Via, = 3 <(a+b)(—c+d5) +(a—b) <c+ 5) + (a—b)(—c—de)+ (a+) <c— 5))
1 d d
Vos = 3 (a—0b)(—c—de)+(a+Db)|c— - +(a+b)(—c+de)+ (a—b) et
1
Voy = 3 ((mc—de)(—c+de) + (a—b)(a+Db)).
(2.26)
The elements for the Lpp are
Vaz = 1 (a—b)* e 2ra c—g 2—l—(a—l—b)Q—l— c—&—g
BT € €
1 d d
Vag = 3 ((ab)(c+d€) + (a—1b) (c 5) + (a+b)(—c—de) + (a+b) <c+ 5>)
1 d d
Vis = 3 (a=b)(—c+de)+ (a—b)|c— Z + (a+b)(—c—de) + (a+b) c—&-g
1
Vie = 3 ((—c+de)* + (a—b)* + (—c—de)* + (a+b)?) .
(2.27)
2.1.2 Analytical derivation of maximum entanglement
Using logarithmic negativity as the quantifier for entanglement,
Eap(t) = [0,—In(207)] (2.28)
5 = 2—1/2\/Z(vgd) - \/Z(vgd)2 — 4det(V,a), (2.29)
where ) (Vyq) =det Laa +det Lpg — 2det Lagp.
det(V,q) — a*b? n a’d* n bat n ctdt n a*b?d? n bectd? n a’bc? n a’ctd*  a’b*crd?
99T 16 16 16 16 8 8 8 8 8
~ cosh?(eT) cos* T + cos? T'sinh* (eT) + cosh? (eT) sin®(T) + sinh*(eT) sin*(eT)
B 16
+cosh2 (eT) sinh?(eT) (cos* T' + sin® T') n cos? T'sin? T(cosh* (eT) + sinh? (7))
8 8
Jrcosh2 (¢T) sinh?(eT) cos® T'sin® T
4
1
- = (2.30)
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Z(ng) =

= [202d2 +8a2b%e? + 4P A% + 22 A%t + 40P d® + Pd® + AdP + 43P + 4b3 P

+4a?d?e* — 22d%% — 22d%E? + APt + AdPe* + 8abede + 8abede® — 8abeds® — 8abede

1 1 2 1\?
— |8 (2ab+cd| e+ — —|—16 —d—bc +4Pd? (e - =
64 € € €

2
+16(bc — ade)? + 4c*d? (5 - i) ] : (2.31)

From the definition of 1, we note that it is typically small. We therefore Taylor expand ¢ about n = 0 to

the second order. Substituting the following approximation, g% ~1+2np+4n?and e~ 1—1n— "72, S(V)

simplifies to

Z(ng)

Q

16c2d? 4 16a2d>
{165202d2 +320%2 + % +32a%? + 16%a%d”
[16(1 — 2n)c?d* 4 32b°c® + (16¢*d” + 16a*d)(1 + 2 + 4n) + 32a°b* + 16(1 — 2n)a’d?]
[32d%(a® + ¢*) + 64n°d*(a® + ¢*) + 32b°(a® + )]

[(sin®t + cos? t)(32d* + 64n°d® + 32b7)]

2|~ 2l~2|~ 2|~ 2~

[32d° + 64n*d* + 32b]

[cos?(eT) + sin®(eT') + 2n* sin®(eT)]

% [1 + 2% sin? <(1 —n— 77;) T)} . (2.32)

DN | =

The maximal entanglement achievable for this setup can hence be derived. In order to acheive maximum

entanglement, Y (V,q) has to be maximised. This correlation is proven in Appendix 5.4.

To achieve maximum > (Vyq), sin ((1 —n— ;) Tmaw) =1,

2
sin ((1 —-n— 7;) Tm(w) =1

Taw ~ ——2L nez (2.33)

(2.34)
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Z(ng)maz = %(1 + 2772) (235)

i = — | ragap— | (tasop) -2
Uma:v - \/§ 2 77 2 77 4
1 -_1 1/2
= |4 2 4 2+4 4 1/2:|
N AR (4n” +4n")
11, 1 ,\1"?
~ ——|Z o1+ = 2.36
\@_24”7 n(+2n>} (2.36)
E;gcgc = —111(217;“13:)

Q

171, 1,0\ M2
lnl2{2[2+n 277(1+277>_}
11 1,\1112
= —n4{=|=+n*=2n(1+ =9
s 5o}
1 1 1 T
= ——Im|2(=+n*=2n(1+ =1?
2 Ge - (r))

1 .
= 5 In[l — 21+ 2n* — 7?]

Q

1
~5 In(1 — 2n)

Q

- (2.37)

The maximum achievable entanglement is equivalent to the figure of merit 1 defined earlier as the relevant

term for coupling.

2.1.3 Computational analysis

Gravitational waves detection setup at LIGO provides kilogram mass mirror cooled to near quantum ground
state [23]. As such, it is reasonable to propose the parameters of mirrors from LIGO as possible harmonic os-
cillators for our experimental setup. We used osmium as a material to maximise the gravitational interactions

due to its high density.
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(a) Comparison of approximated solution and exact solu- (b) Entanglement dynamics with approximated maximal
tion for entanglement dynamics entanglement value and time from Section 2.1.2

Figure 2.2: Entanglement (Logarithmic negativity) dynamics of identical osmium spheres with parameters:
m = 1kg, p = 22500kg/m?, w = 0.1Hz, L = 2.1R

Figure (2.2b) plots the entanglement dynamics for exact solution calculated directly from the covariance
matrix given by Eq (3.31) and the approximated solution derived from Section 3.1.2. The negligible difference
in the absolute values of the logarithmic negativity shows that appropriate approximations were made and the
derived analytical solutions are accurate in the limits of given parameters. Hence, the maximal entanglement

achievable for ground state harmonic oscillator when starting with the ground state harmonic oscillator is

Epp = n = 136x107", (2.38)
and the time required to accumulate maximal entanglement is
0.5
Toaw = T 157 (2.39)
n
1.57
tmaz = = 15.7s. (2.40)
w

From current optomechanical experiment [24], logarithmic negativity in the order of ~ 10=2 has been ob-

served. Since this is two orders of magnitude higher than our predicted entanglement (Eq (2.38)), we now

propose squeezing as a way to improve on entanglement.
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2.2 Squeezed ground state

Squeezing the harmonic oscillators in either the position or momentum space, we increase the spread of
the wavefunctions. This reduces the interaction distance between the oscillators, increasing gravitational

interaction. The resulting entanglement between the two subsystems increases accordingly.

2.2.1 Derivation of covariance matrix

The density matrix of squeezed ground state is initialised as psq = S pS’ f, where p = |0) (0] is the ground
state density matrix.

For any operator, the expectation value of the operator for squeezed ground state is

0y = Tr[SpStO]

= Tr[STOSp} ;. cyclical properties of trace. (2.41)
Hence, the expectation value of the following operators are re-expressed as

Tr[STzSp
-l

]
\J;;T) S'p] (2.42)

(p) = Te[STzSp]
o fa—at\
= Tr[T a\/; )Sp] (2.43)
(%) = Te[STz28p
(@ rait +atatat®)
_ oy | gt [ & taa J;‘”“Fa ) p] (2.44)
(%) = T[STP*S)p]
(a2 —aat—atatatt .
- T 5T< aa _2““’ )spl. (2.45)
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Using Baker-Campbell-Hausdorff formula, we resolve the relationship between the squeezing operators, cre-

ation and annihilation operators

= acosh(r) — a'e® sinh(r)
= acosh(r) 4 a'e'® sinh(r)
= a'cosh(r) — ae"® sinh(r)

= a'cosh(r) + e sinh(r).

Substituting these relations back to the exectation values,

(zp + px)

= 0
= 0
= %(cosh(%) — sinh(2r cos(¢))
= %(cosh(?r) + sinh(2r cos(¢))

= — cosh(r) sinh(r) sin(¢).

(2.50)
(2.51)

(2.52)

(2.53)
(2.54)

Full derivations can be found in Appendix 5.3.2. In order to increase the interaction between the two sub-

systems, we can increase the position uncertainties by squeezing the harmonic oscillators in the momentum

basis (i.e. ¢4 = ¢p = m), the resulting covariance matrix is:

e2ra 0 0 0

1 0 e 2ra 0 0
0 0 e?rs 0
0 0 0 e 25

(2.55)

Refer to Appendix 5.3.2 for derivation of covariance matrix for arbitrary ¢4 and ¢ We can hence calculate

the covariance matrix at time T,

a+b c—i—g a—2>b
—c—de a+b —cHde
Vigt) = .
a—2b c— < a+b
—c+de a—b —c—de
B Laa Lag
Lip Lss

-4\ [era 0 0
a—b 0 e 2 0
c+ g 0 0 e2rs
a+b 0 0 0 e

25

—2rp

a+b

d
C+g
a—2b

c— &
g

—c—de
a+b

—c+de
a—1b

a—b
€
a+b
c+ 4

g

—c+de
a—>b
—c—de

a+b

(2.56)



The elements for the L 44 are

Vll

Via

V2 1

Vaa

d\? d
(eQ”‘ (a+b)*+e 2 (c + 5) +e?"5(a — b)* + e <c — 5))

(a4 B) (e de) oA (a4 b) <c+ g) + €28 (a — b)(—c + de) + €*"2(a — b) (c - d))

€24 (g + b)(—c — de) + =2 (a + b) (c + f) +e¥5 (a — b)(—c + de) 4 €*"# (a — b) (c - d))

—~

| — |~ |+~ o]+
7N N

A (—c—de)> + e 4 (a+b)? + e (—c+de)? +e B (a — b)2) )

The elements for the Lsp are

Vi

Via

Vas

Vo

<(62m +e2P)(a+b)(a—b) + (e +e 2P (C + z) (C - d))
¢4 (a 1 b)(—c + d) + e 2 (a — b) <c + f) e (a—b)(—e—de) + e (atD) <C - j))
€24 (4 — b)(—c — de) + =2 (a + b) <c _ g) +e?B(a+b) (—c+de) +e 2B (a—b) (c + j))

(€24 4 €¥P)(—c — de)(—c +de) + (€724 + e ¥ 5)(a — b)(a +b)).

—~

®©| = 0| — |~ ool
N 7N

(2.58)

The elements for the Lgp are

Va3

Vay

Vs

Vi

2
(eQ"A (a—Db)* +e 2" (c - 65l> +e¥P(a+b) e (c + j))

R, (c ) f) e (at b)(—e— de) + e (a4 b) (c " ‘j))

—~

0| = 0| = 00| +—= 0ok
N N

XA (—c+de)* +e 4 (a—b)? + e P (—c—de)? +e B (a+ b)2) .

(2.59)

2.2.2 Analytical derivation of maximum entanglement

Similarly, the quantification of the entanglement dynamics for this system utilises logarithmic negativity,

Eap(t) = [0,—In(207)] (2.60)

i = 2“#2%)¢Z<vsq>24det<vsq>, (2.61)
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where Y (V) =det Lya +det Lpp —2det Lyp.

a*bt  a?dt  vdr AdP VPP b VA aPPd aPhRAAd?

det(Vyq) = + + + + +

16 16 16 16 8 8 * 8 * 8 * 8
cosh*(eT) cos* T + cos® T'sinh* (¢ T') + cosh® (eT') sin(T) + sinh*(eT) sin* (¢T)
16
N cosh?(eT') sinh?(T)(cos* T 4 sin* T) N cos? T'sin® T'(cosh® (eT') + sinh*(¢T"))

8 8
cosh? (eT) sinh?(T') cos? T'sin® T'
4

- 1 (2.62)

—_

1
= o= [202d2 + 8a%b%e? 4+ 42 d%e? + 22 d%e* + 4aPdPe 2 ratrB) 4 P@Pe2(raTn)
e
+62d262(r,477‘3) + 4b262€2€72(7“4+r3) + 4b20262e2(rA+rB) + 4a2d2€462(rA+rB)
_QCQdQEQe—Q(TA—T’B) _ 262d28262(7’A—7’B) + c2d2€4e—2(T‘A—T‘B) + 62d25462(rA—rB)

+8abede + 8abeds® — 8abedee*TATTE) — 8qbedee 2T atTB)

= 16162 [202d2 + 8a°b%e* + 4 d*e® + 27 d*e* + Babede + Sabeds®
e 2ratre) (402 4% 4 4b>c2e? — Sabede)
+62(TB*TA)(02d2 —2c2d%e? + Ad%et)
+62(TA+TB)(41)262€2 + 4a?d*c* — 8abede?)

+€2(TA7TB)(CQCZ2 —2c2d2%e? + 62d264)]

1 1\)" ad 2 1\?
= —|8|2ab+cd|e+ - +16e72ratre) [ _pe | 4 4P@2e2rmra) (o - 2
64 € € €

2
1
+16e2rat78) (be — ade)? 4 4P d?e*(TaTE) (5 - 6) ] . (2.63)

Comparing with squeezing parameter r4 and rg, n is sufficiently small for the following approximation:

e = /1-2n =~ 1. (2.64)

Hence, > (Vs,) simplifies to

> (V)

Q

6i4 [8(2ab + 2¢d)? + 16e2ra+78) (qd — be)? 4 16e27a+78) (he — ad)Q}

6i4 [8(2ab + 2¢d)? + 16(bc — ad)? (6_2(TA+TB) + 62(TA+TB))}

6i4 [32cos®(T — eT)) + 32(sin®*(T — eT) cosh(2(ra + rp))]

6i4 [32cos®(T — eT) + 32sin*(T — eT) + 32sin®*(T — €T') cosh(2(ra + rp)) — 32sin*(T — 7))
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— i4 [32 + 32sin*(T — eT')(cosh(2(ra + r5)) — 1)]

= -+ %sinQ(T —eT)(cosh(2(ra +7p)) — 1) (2.65)

a=])

[\

The maximal entanglement achievable in this setup can hence be derived. Again, in order to achieve maxi-
mum entanglement, Y (V') has to be maximised.

To achieve maximum »_(V), sin?(Thnaz — €Tmaz) = 1,

sin?(Trnaz — €Tmaz) = 1
s
max - 1 _ E
~ (nt3)m
1-(1-n-%)
1
~ M nez (2.66)
n
n+ 5
1
Z(Vsq)mam 5[1 + cosh(2(ra +rg)) — 1]
1
3 cosh(2(ra +7g)) (2.67)
1 [1 1 1/2]1/2
Opas = 7 [2 cosh(2(ra +rp)) — [4 cosh2(2(rA +rg)) — 4} ]
11 1 1/2
= ﬁ [2 cosh(2(ra +rp)) — §(sinh(2(r,4 + 7“3))}
_ 1 —2(ra+rB) 1/2
= - [e } (2.68)
E;;‘La]i = - ln(2,&;naz)
—1In [((32(“1+TB)>1/2]
_ fratral (2.69)

Remarkably, the resulting maximum entanglement achievable by two squeezed ground state is only dependent

on their relative squeezing strengths.
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2.2.3 Computational analysis
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Figure 2.3: Entanglement (Logarithmic negativity) dynamics for different squeezing strength

The main concern for squeezed state is the overlapping of the wave functions of the harmonic oscillators
due to the small initial distance of separation. Recent experiment [25] has successfully squeezed light to
approximately 15dB, corresponding to squeezing strength of » = 1.73, hence using it as an upper limit, the

position uncertainty of the squeezed harmonic oscillator is approximated as

h
2mw

[ R
= 0—26”3 ~ 1.29 x 10~ 1%m, (2.70)

which is 14 orders of magnitude smaller than the initial distance of separation for the spheres.

6T

Ax

Q

The maximum achievable entanglement scales linearly with the squeezing strength on the harmonic os-
cillators. These values of entanglement agree with the analytical derivation calculated in Eq (2.100),
EAB — |r, + rp|. With a squeezing strength of 1.73, the calculated logarithmic negativity is 3.46, which
far exceeds the minimum detectable entanglement with current optomechanical setup.
While squeezing greatly increases the entanglement, the time scale required for the system to reach maxi-
mum entanglement is significantly increased simultaneously. The disadvantage of the large time scale arises
from the possibility of quantum decoherence of the entangled system due to environment. For our case, we
consider the decoherence effect from the interaction of thermal photons and air molecules as the other sources
are negligible. The interactions of the thermal photons limit the coherence time of the osmium oscillators
3

to approximately 103s. By encapsulating the experiment in a vacuum chamber with 10'° molecules per m?,

the coherence time can be increased to approximately 10°s [26]. The limits of these coherence time restrict
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the systems from evolving to achieve maximum entanglement. However, by taking the current detectable

entanglement of E ~ 0.01, our experimental setup requires
tBan~001 = 42.1s, (2.71)

which is well within the limits of coherence time.

2.3 Thermal state

We now introduce environment to the systems via thermal interactions. The effect of thermal environment on
the entanglement of the bipartite system can be performed by initialising the quantum harmonic oscillators
in thermal states. This creates an energy distribution on the quantum harmonic oscillators whereby the

probability of the oscillators to be observed in a certain energy state is governed by Bose-Einstein distribution.

2.3.1 Derivation of covariance matrix

Similar to the case of squeezed ground state, prior to the calculation of the covariance matrix for thermal
state, we first define the respective expectation values of operators using density matrix of thermal states

defined in Eq (1.37).

( =0 (2.72)
) =0 (2.73)
(%) = %+N (2.74)
) = %+N (2.75)
Pz +zp) = 0. (2.76)

The covariance matrix at wt = 0 for thermal statesis derived to be:

3+ Ny 0 0 0
0 3+N4 0 0
0 0 0 3+ N3

where Ny = W and Ng = W for temperature T4 and T of the oscillators respectively. Full

derivations can be found in Appendix 5.3.3.
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2.3.2 Analytical derivation of maximum entanglement

By subjecting both of the oscillators to identical thermal environment (T4 = Tg), the covariance matrix of

the thermal state is simplified

1+N 0 0 0
0 $+N 0 0
Vin(0) = ?
0 0 $+N 0
0 0 0 3+N
= (2N +1)V4a(0), (2.78)

which is just the covariance matrix of the ground state harmonic oscillator scaled by a factor of (2N + 1).

This expedites the process of calculating the analytical forms for the maximal achievable entanglement

det(Vin) = det((2N + 1)V,q)
- [;QN + 1)2} (2.79)
Y (Vi) = D (2N +1)Vya)
~ % [1 + 2n% sin? ((1 —n— 7’;) T)] (2N 4 1)% (2.80)

Similarly, to achieve maximum entanglement, we maximise the value of Y (V4) by equating

sin? ((1-n-%)T) =1

1 1 2 ke
- N 2 2 _|(1L 2 2\ _ 1 8
Vo = 7 2(1+27} )(2N + 1) (2(1+2n J(2N +1) ) 4(2N+1)
1 1, 1,\1"?
= 5(2]\/’—&— 1) 3 +n°—=2n(1+ Y (2.81)
E??zaB;: = - ln(21~);mz)
171 1,0\
~ —In|2 3 5—&-77 —2n 1—|—§17 (2N +1)
171 1, 1/2
= —In|4 3 54—77 —2n 1—1—577 —In(2N +1)
~ n—In(2N +1). (2.82)

With the introduction of thermal states, the extent of maximum entanglement is greatly reduced by a factor
of In(2N + 1). Already in the regime of picokelvin, In(2N + 1) >> 5, resulting in negligible entanglement
generated. As such, experimental setup to detect observable entanglement should be initialised very close to

the ground states.
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2.4 Squeezed thermal state

In the previous section, we have seen that thermal ground state practically does not provide any observable
entanglement. We shall now explore the possibility of squeezed thermal states. The squeezed thermal
state provides us with a fairly realistic experimental setup whereby the thermal state of the oscillators are

subjected to squeezing operations.

2.4.1 Derivation of covariance matrix

The density matrix of squeezed thermal state is initialised as ptsq = SpthgT.
The procedure for deriving squeezed thermal states is identical to the derivation of squeezed ground state,
with the exception of replacing ground state density matrix with thermal state density matrix. The expec-

tation values of operators for squeezed thermal states are

() = 0 (2.83)
() =0 (2.84)
@) = 2N2+1(cosh(2r)—Sinh(2r)cos(¢)) (2.85)
) = 2N2+1(cosh(2r)+sinh(2r)cos(¢)) (2.86)
@p+p7) = —(2N + 1) cosh(r) sinh(r) sin(e). (2.87)

By using N4, Np for different thermal state subsystems and (r4,¢4), (75, ¢5) of different parameters on
the respective thermal states, we can derive the terms for the covariance matrix. For intermodal correlation,
the single mode operators act on different subsystem, resulting in the reduction of those terms to zero. This
can be observed in the derivation of the covariance matrix for thermal state. Hence, the resulting non-zero
terms are local mode correlation for the respective subsystems.

Similarly, by applying the squeezing function on both the thermal states in the momentum space (i.e.

¢a = ¢p = 7), the resulting covariance matrix is:

(14 Na)e?ra 0 0 0
Vieo(0) = 0 (14 Na)e2ma 0 0
0 0 (3 + Np) e 0

0 0 0 (3 +Ng)e s

(2.88)

Full derivations can be found in Appendix 5.3.4
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2.4.2 Analytical derivation of maximum entanglement

Similar to the case of thermal ground state, assume identical temperature for both oscillators, the covariance

matrix for squeezed thermal state can be re-written as a scaled covariance matrix of squeezed ground states

4 0 0

2
0 <=0 0
Vieg(0) = (2N +1) o
o o £2 0
o 0o 0 <
= (2N +1)Vi(0), (2.89)

and the calculation for the sympletic matrix is an extension from the calculation of squeezed ground states.

det(Visg) = det((2N +1)V4)
4
- B(QN + 1)2] (2.90)
Y Visg) = D _(@N+1)V;)
~ % + %sinZ(T —eT)(cosh(2(ra +75))(2N +1)% — 1). (2.91)

Equating sin®(T — eT) = 1, the maximum entanglement accumulation is calculated as:

1/2
i = % [; cosh(2(ra + 1)) (2N +1)2 B cosh?(2(ra + 1)) (2N + 1) — i(zN + 1)8] 1/2]
~ %(QN 1) [em2ratre)] v (2.92)
Emaz = —In(20,,,,)
— —h [(2]\7 +1) (6—2(7-A+7~B))1/1
= |ra+rp/—In@2N +1). (2.93)
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2.4.3 Computational analysis
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Figure 2.4: Entanglement (Logarithmic negativity) dynamics for different thermal environment (varying 7')
starting with squeezed thermal state with squeezing strength r4 =rp =r =1.73

With squeezed thermal state, we observe significant entanglement accumulation at pico-Kelvin regime. The
time required to achieve detectable entanglement increases with increasing temperature as represented by an
increasing initial zero-valued logarithmic negativity with increasing temperature as depicted in Figure (2.4a).
The time required to reach maximum entanglement, however, remains constant albeit varying temperature,
which agrees with the analytical calculation in the previous section. Best fitting of maximum entanglement

is achieved against temperature with the function

Emae = 3.46—1n{ (2.94)

2
hi - 1} .
ehw/kT
This shows that appropriate approximations are made and the analytical derivation for the system is accurate.
In order to optimise the experimental setup to detect entanglement, we investigate the time required to
acheive logarithmic negativity of 0.01 for different temperature. This value should be much smaller than the

limits of coherence time due to thermal photons and air molecules explained previously.
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8 « 104 Maximum achievable entanglement of thermal squeezed states
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Figure 2.5: Time required to achieve logarithmic negativity of 0.01 for thermal states at different temperature

It is evidence that in the limit of pico-Kelvin, the quantum decoherence due to air molecules is negligible
assuming the experiment is conducted in an environment of 10'° molecules per m?. However, the effect of
thermal photons is dramatic even for pico-Kelvin temperatures, the time required to achieve 0.01 logarithmic
negativity is approximated to be more than 5 x 103s.

With the possible evaluations for different configurations of the experimental setup using quantum harmonic
oscillators, we have shown the possibility of observing entanglement with certain parameters. However, these
parameters are very challenging and difficult to incorporate with the current technologies. As such, we seek

alternative experimental setup with more attainable parameters.

2.5 Casimir force

The parameter for initial separation of the centre of mass for the spheres are made under the consideration of
maximising the gravitational attraction and minimising Casimir force. Casimir force arises from the second

quantisation of electric fields. The energy of these quantised electric fields is expressed as
(B = % > E (2.95)
- 2 ~ nsy .

where E,, is the energy contribution from n!” mode standing wave. For objects which are close to one
another, the separation restricts the maximal mode of the standing wave of electric waves trapped within.
This results in a net Casimir energy, pushing the two objects towards each other. At near distances, the
effect of Casimir’s force can outweights the graviational effect, masking relevant results in experimental
setup. However, we will show below that, with the parameters we consider, the Casimir energy is irrelevant
to entanglement dynamics.

One technique to evaluate Casimir force between smooth objects at small distances is the Proximity Force
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Approximation. In this case, we are interested in evaluating the Casimir’s force between two smooth spheres.
Analytical derivation to the Casimir energy of two smooth spheres at the limit of R/L ~ 0.5, where R is the
radius of the spheres and L is the separation distance for their centre of masses, is derived to be [27]

3 hceR

1410 (T =20 (2.96)

Epra

By setting the initial separation to 2.1R, the parameters of our experimental setup are sufficiently close to

the limit, and using #2572 << 1, we can approximate the Casimir’s energy as

c - 3 hcR
Pra 1440 (L — 2R)?
3 hcR 2(2a —2p)  3(2a—1p)?
~ — 1 2.
1410 (L—2r2 | " (L=2r) " (L-2R? (2:97)

The approximation of the Casimir’s energy to the second order terms are justified by the fact that second
order terms are important in generating entanglement and hence we want to study its effect. Higher order
terms are negligible as the standard deviation of the oscillators’ position, Az, is much smaller than the
separation between the separation between the oscillators.

With the inclusion of Casimir’s energy, the Hamiltonian of the system can be expressed as

: ol p 1
H = ﬁJerw xA+ﬁ+2mw2sz
7Gm 1 (a%A—:%B) xA—:vB )2
R L

_7r3 heR { +2(A—$B) 3(z A—xB)}
1440 (L — 2R)? (L —-2R) (L —2R)?

PA 1 Jif 1
B R el R v UL
—a = B(#a —ip) — (&4 — ip)*, (2.98)
ShcR 2m3heR _ G 3r3hcR
where a = R -+ TI00(L—2R)2 B = R2 + o —em V= 1737’; + THo(L—2R)T"

The corrected equations of motions are

fA = wpa (2.99)

. 2 2 1

pa = <7_w> i'A_ijfB‘F — B (2.100)
mw mw hmw

I = wpn (2.101)

. 2 2 1

ba = —Lga+ (7—w> Zp— ] —B, (2.102)
mw mw hmw
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and the matrix form is

:LCA 0 w 0 0 TA 0
5 2y _ ) 0 _ 2y 0 5 L3
1.7‘4 — (mw ) mw ba + hmw (2103)
B 0 0 0 w B 0
2 20 (-9 o) \ee) -y
By allowing n = 7332, the K-matrix is reduced to the initial form
0 w 0 0
wn—1) 0 —nw 0
x - |«t=1D g (2.104)
0 0 0 w
—nw 0 win—1) 0
Evaluating the terms for 7,
sy ao __ 3mheR
Casimir’s contribution _ THO(L—2R)
Gravitational contribution Gégz
3
o Smhe g06% 1071, (2.105)

1440Gm2(0.1)*

Hence, we conclude that the Casimir’s effect is negligible compared to Gravitational effect for masses on
the order of a kilogram. As such, n can be approximated to the original form, and the calculations of the

entanglement dynamics remain unperturbed.
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Chapter 3

Entanglement dynamics between free

falling massive particles

We now consider two spheres initially trapped in a harmonic trap and cooled. At ¢ = 0, the traps are
removedand the spheres interact purely via gravitational interactions. Prior to the quantum treatment of
the setup, we first consider classical mechanics, allowing us to calculate useful dynamics such as the time

required for collision.

3.1 Classical framework

Consider two spheres of mass m4 and mp, each with radius R. The two spheres are intially separated by
distance L and trapped in harmonic trap of frequency w. Upon releasing from the trap, the spheres interacts

purely by Newtonian gravity.

XA

Oscillator A Oscillator B

Figure 3.1: Classical spheres interacting purely via gravitational force get closer to one another
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The dynamics of the masses can be expressed as:

Gmamp .
Fpa = ————5=maia
(rp —7a)
Gmamp .
Fap = —F————5 =mgip
(rp —xa)?
G
A = —B
(xp —za)
. GmA
ip = ——/—m.
(xp —wa)?

Subtracting Equation (2) from Equation (1) and mapping the variable zp — x4 =7,

. . d? G(ma +mp)
A CFErN
. G(ma +mp)
r = - 2
.
_ dv_drdv_ dv _ G(ma+mp)
“ T @ dar Car 2
=vdv = ——G(mA —|—2mB)d7“.
T

At initial configuration of the system, v = 0 when r = L. Hence integrating Equation (3),

v ‘s G
/ vVdv = / _Gma +mp) ;_ ) dr
0 L r

}UQ _ G(ma +mp)  G(ma +mp)
2 r L
Yy dr\/?GL(mA+mB)2Gr(mA+mB)
dt rL
it = — ViIrdr
V2GL(ma + mp) — 2Gr(ma + mp)
= - L ! dr.

2G(ma+mp)\ L—7r

3.1.1 Time of collision

r
L—r>

Performing another change of variable u =

Lu?
1+ u?
2Lu

dr = ——% g
" 1 +u2)z™
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Atr:L,uzoo,atr=2R,u=\/%’

2L3/2 Li};H w2
b= - / L
2G(mA+mB) 0o (

2L3/2 1 u >
: (et
3/2 2R(L -2
_ 2L 1 f—tanl\/ 2R +\/R( R)
2G(ma+mp) |2\ 2 L—2R L

L3211 (n _1\/ 2R V2R(L - 2R)
§<§_tan I _2r " L

s (fOI' ma = mB).

VGm

This calculation is critical in providing an upper bound to the time for the quantum framework

3.2 Quantum framework

XB

Oscillator A Oscillator B

Figure 3.2: Two mechanical spheres trapped within individual harmonic traps. At ¢t = 0, the spheres are
released from the trap, and the spheres interact freely via gravitational force.

The quantum mechanical setup for the experiment is identical to the classical setup, with the exception of

a new reference point for the position of oscillator B. The Hamiltonian of the system can be represented as

g b G

2m 2mm

2 % Gm? Ga—ip (ia—ip)?
PayPp_ 14 8a—8s  (@a—8p)7)
2m = 2m L L L2

Q

(3.6)

The justification to the second order approximation of the gravitational hamiltonian is identical to that of

the case for quantum harmonic oscillators. However for the case of free particle, as the distance decreases,
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the Taylor approximation becomes increasingly inaccurate. As such, we only consider situations where
x4 —xp < L/100.

The equations of motions in Heisenberg picture can be expressed as:

Za = wpa

. 2G'm _ 2Gm _ Gm? | 1

pa = s tAT s + L2V hmw

Ip = wpp

. 2Gm _ 2Gm _ Gm? | 1

T + w3 P T2\ e (3:7)

where w is the oscillation frequency of the initial harmonic trap. We set up to calculate the time dependent
covariance matrix using similar methodology as the quantum harmonic oscillator setup. Re-writting the

Heisenberg equation in matrix form u(t) = Ku(t) + ¢,

CLCA 0 w 0 0 TA 0
= 2Gm 2Gm = Gm? 1
pPA 3 0 —=%3 bA 12 7
Sl I oL + = (3.8)
B 0 0 0 w B 0
= 2G 2G = Gm? 1
bB - wLZ’L 0 ngT 0 pB 171721 Amw
2Gm

we can redefine the K-matrix by making the substitution x = =35

0 w 0 0
0 —x 0
K = | X A (3.9)
0 0 0 w
-x 0 x
Kt

In order to calculate the exponential matrix e™?, we implemented Sylvester’s formula (Appendix 5.2.2) as

the fundamental matrix solution does not apply to the non-invertible K-matrix. Solving for the eigenvalues

)\1 2 = 0 or )\3)4 =+ 2XW. (310)
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As the eigenvalue A 2 = 0 has a degeneracy of 2, the matrix exponential can be expressed as the following

Kt = 1% + Cote 4 CyeVPXt 4 Cpe VXL
= ) 4 Oyt 4 C3eVP L Oy VP, (3.11)

In order to solve for the constant terms C;, Co, Cs, C4, we differentiate Equation (3.11) to obtain the 3

other simultaneous equations

Kef!' = Oy 4 /2xwC3eY™X! — Cyy/2xwe™ VX! (3.12)
K28t = 93wVt | 9y (e VNG (3.13)
K2Rt = (2yw)?? Oy — (2xw)?/2Cye™ VXL (3.14)

Equating ¢ = 0 and solving for the constant matrices:

o = 1—2KXZ (3.15)
Cy = K—;;Z (3.16)
2 3
2 3

the matrix exponential is evaluated as

1+ cosh(v2xwt)  wt+ /5% sinh(v2xwt) 1 —cosh(v2xwt) — wt— /5% sinh(y2xwi)
NS I /55 sinh(y/2xwt) 1 + cosh(y/2xwt) —/ 55 sinh(y/2xwt) 1 — cosh(y/2xwt)
2| 1—cosh(y2xwt) w-—, / 35 sinh(y/2xwt) 1+ cosh(v2xwt)  wt+ /5% sinh(y2xwi)
—/ 35 sinh(y/2xwt) 1 — cosh(y/2xwt) /55 sinh(y/2xwt) 1 + cosh(y/2xwt)

—_

(3.19)
The matrix representing local mode correlation and intermodal correlations are hence:
For subsystem A, Laa
v 2x + 2x cosh? (v/2xwt) + wsinh? (/2xwt) + 2xw?t? (3.20)
1 = .
8X
v 2(xw)?/?t 4+ v/2x? sinh(2y/2xwt) 4+ 272w sinh(2,/2Zxwt) (3.21)
12 = .
8/ XWX
v 2(xw)3/?t 4+ v/2x? sinh(2y/2xwt) 4+ 272w sinh(2,/2Zxwt) (3.22)
21 = .
8v/xwx
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3w — 2x + 2x cosh(2y/2xwt) + w cosh(2+/2xwt)
Voo = % . (3.23)

For subsystem B, Lgp,

2x + 2x cosh?(v/2xwt) + wsinh?(y/2ywt + 2yw?t?
Vii = (3.24)

8x
2(xw)3/?t 4+ v/2x? sinh(2y/2xwt) 4+ 2712w sinh(2,/2xwt)
Vis = W (3.25)
2(xw)3/2t 4+ v/2x? sinh(2y/2xwt) 4+ 272w sinh(2,/2xwt)
Vo = W (3.26)
3w — 2x + 2x cosh(24/2xwt) + w cosh(2+/2xwt)
Vay = - . (3.27)

For intermodal correlation, L 45,

2y sinh?(/2xwt) 4 wsinh? (v/2xwt) — 2yw?t?

Vis = Sx (3.28)
V2x? sinh(2v/2xwt) — 2(xw)?/?t + 272w sinh(2,/2Zxwt)

Via = S iox (3.29)
V2x? sinh(2v/2xwt) — 2(xw)?/?t + 2712w sinh(2,/2Zxwt)

Vag = 8 /XX (3.30)
2x 4 w)(2sinh?(/2xwt

Vp = GxFol o (v2xwt) (3.31)

Similarly, we use logarithmic negativity as the quantifier for entanglement,

det(Vy,) = 1 (3.32)

1
Z(pr) = ~ 5w [xw? — 4x3 cosh?(\/2xwt) + 4x> — xw? cosh?(1/2xwt) — 4x2w cosh?(\/2xwt)

+4x3t2w? — 222w cosh? (\/2xwt) — 4x*t2w? cosh? (\/2xwt)

+47/2xt(xw)?/? cosh(~/2xwt) sinh(/2xwt) 4 2V 2wt (xw)>/? cosh(y/2xwt) sinh(y/2xwt)]
1
= —872[2\/5()(w)3/2 cosh(y/2xwt) sinh(1/2xwt)(2xt + w)
X2w
—sinh?(y/2xwt) (xw? + 4x° + 4x3t2w?) — cosh? (\/2xwt) (4x%w + 22 t%w?)). (3.33)

Taylor expanding sinh and cosh order up to the third terms (excluding constant), sinh(y/2xwt) &~ /2xwt +
(VBwt)® | (VBxwt)®
3! 5!

and cosh(y/Zywt) ~ 1+ & 2;(!”)2 + L 221‘!“”5)4 + (V2§,Wt)6, the above equation is simplified

to

1 2w2tt 205 23wttt 14\ BwBtt 13\ 3wt 8ytw?tS
Z(pr) ~ = +X2t2+ X + X X + X X X
2 3 9 3 45 288 45
37X4w4t8 X4w6t10 N XSWStS 19X5w5t10 49X5w7t12 X6w4t10 N X6W6t12
360 120 40 1080 64800 540 648
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+X6w8t14 WPt (T
32400 16200 16200
1 y2wts
= 3.34
5 9 (3.34)
Hence, the negativity and logarithmic negativity dynamics of free interacting spheres are
1/271/2
1 1 2,446 1 2,46N\2 1
o= — () |2+ 28 . (3.35)
V2 [\ 2 9 2 9 4

EA:B(t) = —111(2177)

1727 1/2
1 2wt 1 x2wts S
- —wive |5+ 550 ) - (G5 ) -3
1/2

(1 + Xz‘;4t6>2 - 1] : (3.36)

3.3 Computational analysis

For free particles, we are interested in the effect of various masses on the entanglement accumulation. From
[28], we obtain the current experimental limits for the trapping of mechanical oscillators in harmonic traps

of frequency w. The relationship between the mass of the oscillators and the trapping frequency is given as

mw ~ 1071,
i . ) } _ +10® Ground State Entanglement of Free Particles (107%kg)
Ground State Entanglement of Free Particles (107 kyg) r
0257 . .
| - Numerical Solution
MNumerical Solution Approxi | Selution
| Approximated Solution |
0.2F &
= Bl
Zo1sf g 15
£ ]
z k=)
o c
kS g .
= =
5 o i
0.05 0.5
D" 0 :
o 0.5 1 15 2 25 3 35 4 0 0.5 1 1.5 2 25 3 35 4

timels time/s

(a) Comparison of approximated and exact solution for (b) Comparison of approximated and exact solution for
entanglement dynamics of freely interacting spheres with entanglement dynamics of freely interacting spheres with
parameters: m = 10~ kg, w = 10°Hz, L = 10R. parameters: m = 10~%kg, w = 10?°Hz, L = 10R.

Figure 3.3: Evaluations of approximate results for entanglement (Logarithmic negativity) dynamics of freely
interacting spheres from time ¢ = 0s to ¢ = 3.5s

A comparison between the solution calculated in matrix form and approximated solution calculated in Eq
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(3.36) showed closed correlations. While certain fluctuations within the plots are not fully characterised by

the approximated solution, it can still be used to evaluate the general entanglement dynamics.

0.25 Ground State Entanglement of Free Particles 14 Time required to accumulate 0.01 logarithmic negativity

Masses of spheres (kg) s
107 | e
107 —=

0.2 105 s
104

- 0
5 0.15 3 .l s
£ 5
@ T
2 i /
g o 6
5 04 g y,
= /
/
4rf
/
0.05
2 0‘»
0 0 ; :
4 0 0.2 0.4 0.6 0.8 1
time/s Masses/kg %107
(a) (b)

Figure 3.4: Entanglement dynamics for different masses, ranging from m = 10~%*kg to m = 10~ "kg

The entanglement dynamics of freely interacting particles shows promising result. For 100 ng spheres, the
logarithmic negativity of 0.01 is accumulated in approximately 1 second. The result of short accumulation
time implies that this experimental setup is less susceptible to the decoherence. Another advantage of
this setup is the initial separation distance between the spheres. In this case, we set the initial separation
for the centre of masses of both spheres to be 10 times its radius. This is a much more achievable setup
with the current technology compared to the previous L = 2.1R. From the time required to reach 0.01
logarithmic negativity as a function of mass, we observe that for the case of freely interacting spheres, the
small spheres have advantage over larger spheres. We hypothesise that with smaller masses, the spreading
of the wavefunctions for individual spheres occurs at a faster rate, resulting in faster accumulations of
entanglement due to close proximity interactions. This provides yet another advantage of this setup over
oscillators as smaller spheres are easier to cool down to ground states and trapping them is easier with lesser

repurcussions from noises.
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Chapter 4

Conclusion and future works

Analytical and computational analysis of the gravitational entanglement between oscillators and free falling
spheres has shown the feasibility of gravity mediated entanglement. The purpose of our research is to
probe the quantum properties of gravity as well as provide suitable figures of merit for the reference for
future related experiments. For the case of oscillators, squeezing proved to be effective in increasing the
entanglement between the subsystems. Introduction of thermal environment provided an upper bound to
the temperature required to cool the system for observable entanglement with current technology. Pico-
Kelvin temperature range is currently unachievable at such large scales with kilogram mirror setups. For the
case of freely falling spheres, most of the parameters discussed are achievable with the current technology.
The interation of optomechanical systems and free falling vacuum environment are optimal to probe the
gravity mediated entanglement.

While we have considered several parameters in the analytical calculations, there were few that were left out
for future considerations. In the calculation of oscillators, we assumed zero damping in the mirrors. The
incorporation of damping factors provides a more realistic simulations of oscillators. For both the proposed
setups, the introduction of noise in the form of Langevin treatment will be optimal in increasing the accuracy
of our models. Finally, we discussed the entanglement gain between two smooth spheres, which are hard to
manufacture for experimental purposes. We hope to be able to extend our calculations to arbitrary shapes

of interacting objects.
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Chapter 5
Appendix

5.1 Gravitational Hamiltonian of sphere

o P

i LR

il L
s (e \
.¢._..;.Q!_.._.JI_..I"______5+ I|
1 /

A h

3 g

Figure 5.1: Energy of a point mass and a spherical mass system

Consider a system with a point mass and a sphere with both mass m. The Hamiltonian of the system can

be calculated by integrating the effect of potential for the point mass on the sphere,

/V(r’)dm

G
/ —inpde ,where p,,, is the mass density

”
27 [
/G—tnpm/ / 7’2 sin adgdodr’
T ¢=0 Ja=0

/Gmpm27rr’(1 — cosa)dr’

U

/Gmpm27r(1 —cosa)rRsinfdf ,where r'? = r?* + R* — 2rRcosf

= 27erpm/ (1 — r— Reosd > r R sin 0df
0 Vr2+ R?2 —2rRcosf
T o )
= 27Gmpm [QTR— / ( r— feos >rRsin oda} . (5.1)
o \Vr2+ R2—2rRcosf
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In order to solve the integration, multiple substitution has to be made. We fist substitute u = cos#,

T _ -1 _
/ ( r—ftcos ) rRsinfdd = —-rR r—Ru du. (5.2)
o \Vr2+ R2—-2rRcosf 1 r2 + R2 — 2rRu

Next, we let s = v/r2 + R2 — 2r Ru,

—1 _ r+R _ 2 2 _9
r— Ru —rR/ r— Ru vVre+ R rRudS
r—R 7'2
-R

—TR =
1 r2 + R? — 2rRu + R?2 —2rRu rR

" 1
= —/ r+ —(s* —r* — R*)ds

+R 2r
14
= 2R+ §§R3. (5.3)
Substituting back to the original equation,
m 14
= 2 - °Rd
v mGm 3TR32r 3
Gm?

= mat (5.4)

Hence, we can conclude that the Hamiltonian between two point masses is the same as the Hamiltonian

between two spheres.

5.2 Matrix Exponential

5.2.1 Fundamental Matrix Solution

T
Consider a first order differential equation for vector of n-dimension # = |::)3A(t) zp(t) - zp(t)|
d¥
— = A7, 5.5
g (5.5)
where A is an n X n constant coefficient matrix. The general solution to the differential equation is:
Ch
- Co
Zt) = M0 =€ , (5.6)
Cn
where Cq,Cs, -+, C), are arbitrary constants. The solution of this initial value problem is
d¥
— = Az, Z(0)=2 (5.7)
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Zt) = 4. (5.8)

From Equation (2), the expression for the time dependent vector can be re-expressed as

) = [B0) &0 - #0)] | (5.9)

fo = [#00) 20 - 7.0)]C (5.10)

=C = [51(0) Fo(0) - fn(())}ilfo (5.11)
) = |@0) B0 - 20|30 B0 - fn(o)}ilfo. (5.12)

e = aw B - w20 B0 B0 - 20)]
(M), (5.13)

where M (t) is the fundamental matrix solution.

5.2.2 Implementation of Sylvester’s Formula

Consider a 4 x 4 matrix A with eigenvalues A1, Az, Az, such that A; has a multiplicity of 2. Buchheim’s

generalisation to the Sylvester’s Formula yields the following equality [29]
etA = C’lfi)\li5 + Ogte)\lt + 036)\2t + 046)\37:, (514)

where C1, Cs, C5, and Cy are constants to be solved. To solve for the constants, the equality is differentiated

thrice with respect to t, obtaining 3 other equations

Aet = CiaeMt 4 CoeMt (tAr + 1) + Cshoe™ + Cudge™! (5.15)
At = OYATEME + CodeM ! (tAr + 2) + CaA5e™! + Cyrze™! (5.16)
APt = CINEM! + CoATeM (A1 + 3) + CsAfe™” + Cudje”. (5.17)
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Setting t = 0 for the above four equations,

1 = C14+C+C5+0C,y
A = Cia+Co(tA+1)+ Csha+ Cuds
A? = CIA3 4 O\ (th +2) + C3)3 + Oy N2

A3 = CIN 4 CoA2 (tA +3) + C3)3 + Cu ;.

the constants can be solved and a matrix representation of the matrix exponential e*4 is derived.

5.3 Derivations of elements for Covariance Matrix

5.3.1 Ground State

For subsystem A,

Vi = L ({AZa AZAD)

(22%) — (Za) ()
a2+ddT+de+&T20 a+at a+at

| 5 10) = {OI——7=10) 01—

|
S iR

10)

(5.22)

N =

1
Var = 5 ({APa, Apa})

= 2 (25 — (pa) (Ba)
a? —aat —ata + at? a—at a—al
o 10) — (0] 2 |0) (0] ) 10)

(5.23)

1
Vis = §<{AanAP?4}>
1
= 5 (TaPa+PaTa) = (Ta) (Pa)
1 2a% —2af?
(=)

I
S |

1
Vo = 5 ({APaATAY)
1

= 5 (PaTa+Tapa) — (Pa) (Ta)
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For subsystem B,

For intermodal correlations,

Vas

Via

Vaa

Vip = 0. (5.24)

1 _ _
5 <{A$B, A.’L‘B}>
5 (27%) — (5) (75)

b2 + bbt + bTh + bi2 b+ bf b+ bt

{Tmn,Pmn} terms, where m # n:

an =

S N~ NN

(o 5 10) — (0] 7 10) (0] 7 |0)
! 5.25
3 (5.25)
1 _ _
5 <{APBaAPB}>
5 (27h) — (ps) (p)
1 52— bbt — bth+ab'? bbb b
5 (O o 0) — (0] s 10) (0] VG |0)
1 5.26)
2 5.
1 _ _
5 ({AZ5, App})
+ (#0P5 + PoTs) — (25) {F)
1 2b% — 2bt2
3¢ 2 )
0
L,
5 ({Ap, Azp})
% (pBZB + ZBPB) — (PB) (TB)
Vip = 0. (5.27)
pn$m> <1_7m> <Z_7n>
830~ 0}) = 300 &) an +a1) )
(Gmbp — amal + al a, —al al) — %(anam — apal 4 alay, — a;ain)>
(5.28)

o1



{Zm,Tn} terms, where m # n,

Vien = @mjn - jn£m> - <jm> <jn>
1, . . . 1 . N .
= 5 (4 + @ )~ (o + ad)an + )

4

O NI~ N N

{Dm,Dn} terms, where m # n,

<pmpn - ﬁnﬁm> - <i)7n> <pn>

Vm n

S N~ N =N

5.3.2 Squeezed Ground State

1, . R R e 1, . o e
<(aman + amaib + aI,Lan + ainail) - Z(Ll"am + anain + aILam +

(5.29)

Before the derivation for the covariance matrix of squeezed ground state, it is convenient to first derive the

respective expectation values of operators.

Interactions between Squeezing Operators, Creation and Annihilation Operators

Evaluating the interactions between the squeezing operators, creation and annihilation operators,

A o 0 .12 6,42 OF
T4 — 2 a2 2517 ) 5 _Zatt 2,
S'asS exp( 2a +2a )aexp< 2a +2a>

= elae M.

Invoking the Baker-Campbell-Hausdorff formula,

ehae = at [udl + ol o dl] + gl o ] + o
m@:%mﬁwﬁm

= 5 (safa -5 —saal” 1 56°)

- 3 (a)

= (@'t al+ )

= —dal

52

(5.31)
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N P
[M» [M? a’]] = [Wa _5dT‘|
12 o
= 5[5@ —6*a*, —da’"]
= %[75%*3 +162a%" +6%" — |5]%a%a"
= JloP@a’ —ata?)
52, .
= a2 a
S12,
= P aa.an + fa.ata)
= alo)? (5.34)
. sal” —o*a2
[/J’a [/J’a [/-1’7 a]]] = [27 a|62]
. %[(Sa 52, alo]?)
2
2
= ‘52| (—2da")
= —4|0%af (5.35)
- Loy * 22 2.1
[,uﬂ [,uﬂ [,uﬂ [,Uﬂa]]]] = 7[5(1 —d0%a 3_5‘5| a }
- 5“;' [6aT — &*a?, —sal]
52
= O alop?)
= a\5| 192 (5.36)

Combining the above few equations, we arrive at the following expression

&t~ & 1
Stas = sal |<5|2 5|5\2&f+5d|5|2\5|2+...

a—
1
(a+ a|6|2 d§|4+---) - (6&* + §6|5\2a7 +>
R 1 4 1
= a |5\+ |5| ] —a 5—|—§5\5|+~-
1 1 ; 1
Catei (re L34
<1+2T +4r+ > a'e (7’+3!7’+ >

= acosh(r) — ale' sinh(r). (5.37)
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To get SaST, we simply replace § with —§ in the above calculation:

Sast = exp (— (=952, (59) dTQ) G exp (— (=0) 412 4 (_Wa)

2 2 2 2
. O 42 0%\ 0" 5 0 42
= exp (—2a + 2a> a exp (—2a + ia )
= acosh(r) 4+ a'e' sinh(r). (5.38)

Replacing @ with a' in the derivation of Equation (30) and Equation (31), we obtain the following relations,

Stats = afcosh(r) — ae™*® sinh(r) (5.39)

SatST = afcosh(r) + ae™* sinh(r). (5.40)

Expectation Values

Using the relationship from the previous section, the expectation values for squeezed ground state is calcu-

lated:

= 0 (5.41)

cosh(r)(a — ELT> + —— (sinh(r)(ae™" — dTei¢)>

=0 (5.42)
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$tatsstats + §tadstals + §tat$$tas + Sfa§$Ta§>

N RN~ N =

<§’f(a*2 +aal +ata+ a2)§>
1 . .
5<eﬂ"’ cosh?(r) — (atd + aat)e ™ cosh(r) sinh(r) + a2e 2% sinh?(r)
+aa' cosh?(r) — (a%e™ + at’ ¢'®) cosh(r) sinh(r) + a'asinh?(r)

+atacosh?(r) — (a%e ™ + al’ €'®) cosh(r) sinh(r) + aa' sinh?(r)

+a% cosh?(r) — (a'a 4 aa')e' cosh(r) sinh(r) + at’ 29 sinh?(r))
%( — (a'a + aa’)e " cosh(r) sinh(r) + aa' cosh?(r) + aasinh?(r)
+a'acosh?(r) + aal sinh?(r) — (afa + aal)e’ cosh(r) sinh(r))

% (a'a + aah) <cosh2 () + sinh?(r) — cosh(r) sinh(r) (e" +e7™))
% (cosh(2r) — 2 cosh(r) sinh(r) cos(¢))

%(cosh(%) — sinh(2r) cos(¢))

Tr [5‘%23/)}

(51%)

1 /4 ~

Z (8T (a — amh)2

5 <S (@—a") S>

1 /4 2 N

/st —aat —ata+ a?

2<S (@ aa aa—l—a)S>

5 ($1af581a15 - §1asstals — §1a188as + §'asstas)

1 at” cosh?(r) — (ata + aa’)e = cosh(r) sinh(r) + a2e 2 sinh?(r
2 <

—aa' cosh?(r) + (a%e™™ + at’ €'®) cosh(r) sinh(r) — a'asinh?(r)
—a'acosh?(r) + (a%e™™ + at’ €'®) cosh(r) sinh(r) — aa' sinh?(r)

+a% cosh?(r) — (afa 4 aa')e' cosh(r) sinh(r) + al” e ‘¢ sinh? (1)
1 )
5( — (a'a + aa’)e™" cosh(r) sinh(r) — aa' cosh?(r) — a'a sinh?

—a'acosh?(r) — aa'sinh®(r) — (a'a + aa’)e'® cosh(r) sinh(r))

)
(r)

—_

(a'a + aa'y (cosh?(r) + sinh®(r) + cosh(r) sinh(r) (e’ + e 7%))

= (cosh(2r) + 2 cosh(r) sinh(r) cos())

N = N~ N

(cosh(2r) + sinh(2r) cos(¢))
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(—e' cosh(r) sinh(r)(a'a + aa') + e 7' cosh(r) sinh(r)(a'a + aa'))

= (aTa + aa') (cosh(r) sinh(r)(—2i sinh(¢))

Il
| ~
Q
@}
w0
=

(r) sinh(r) sin(¢). (5.45)

Covariance Matrix

By using (ra,¢4), (rB,¢p) for different squeezing operations on the respective ground states harmonic
oscillators, we can derive the terms for the covariance matrix at wt = 0. Similar to the case for ground state,
the non-zero terms of the covariance matrix are local mode correlation for the respective subsystem.

For subsystem A,

—_

Vii. = 7<{AEA,A£EA}>
4 = (Ta) (Ta)

(cosh(2r4) — sinh(2r4) cos(d4)) (5.46)

I O )
—~
[\
I
hS

1
Vi = 5 ({APa,Apa})

= L 0R) — () (Ba)

DO = N

(cosh(2r4) + sinh(2r4) cos(¢a)) (5.47)

Viy = %<{AEA,A¢)A}>
= 5 @apa+pata) — () (Pa)
= —cosh(ra)sinh(ra)sin(¢a) (5.48)

Vo = 5 ({80, M%)
_ % (DAZA + ZTapa) — (Da) (Ta)

= —cosh(ra)sinh(ra)sin(¢a). (5.49)
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For subsystem B,

Vas

Vaa

Vayq

Vs

5.3.3 Thermal State

Expectation Values

Initialising the harmonic oscillators in thermal states, the expectation values for the operators are

(r) =

Tr[Zpen]
a-+al

1

1 _ _
5 <{AZ‘B, ALL‘B}>
(25%) — () (TB)

(cosh(2rp) — sinh(2rp) cos(¢p))

N~ N~

({App, Apg})
(2p%) — (pB) (PB)

(cosh(2rp) + sinh(2rg) cos(¢p))

N RN~ DN

({Azp, App})

| =N =

5 (rppB + PBTB) — (ZB) (PB)

— cosh(rp) sinh(rg) sin(¢p)

> ((Ap5, Azn})

3 (pBTp + ZppB) — (PB) (TB)

—cosh(rp) sinh(rp) sin(¢p).

A v () el

ﬂ[ NHZ

\/§(N+1
0

Tr[ppth]

m:O
m

(N
0N—|—1

(N]il) (ac|m —1) + ac |m+1>)<m|]
)

acék ,m—1 + Qe 5k m+1)5m,k

(5.50)

(5.51)

(5.52)

(5.53)

(5.54)



m=0
1 N \"
= c —-1) - c* 1
Lﬁuwl)n;)(fvﬂ) (acfm 1) — age m + >><m|]
1 ( N >m
= N 1 (ac5k,m—1 — Qe 5k,m+1)6m,k
z\/E(N+1)kZ:0mZ_:O N+1
=0 (5.55)
) - a? +aaf +ata+al’
B 2
_Jat+al” aal +ala
N 2 2
2ata +1
- <“ o > claal =1
1
= 5+
1 .
= 3 +N , - (a'a) = (n) (5.56)
52 — aat — ata - at?
N aa a'a+a
7)) = < — >
[ —a?—al L [aat +ata
N 2 2
1
= 5 *tN (5.57)
~2 AT2
(pz+ap) = (——— >
a2 —at” 1 N \™
- Tr|l—- - o
[ i N+1m_O(N+1) fm) (m|
1 N m
= Tr D (M) (acte—1 M = 2) = Gexl(eq1y [Mm +2)) (M|
m=0
SEX(vh)
= AT | 1\ AT 1 (acac—lék,m—Q - ac*a(c+1)*6k,m+2)§k,m
i(N+1) = \N+1
= 0, (5.58)

where ac, a.—1 and e, a(.41)- are the coefficients of creation and annihilation operators respectively.

Covariance Matrix

Subjecting the two oscillators to thermal environment of T4 and T respectively, the covariance matrix of

the initial system is constructed as follows:
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For subsystem A,

V2 2

Vau

For subsystem B,

Va3

Via

Vay

Vas

 (Eaba+pata) — () (ba)

0

—

= (Pata +2apa) — (Da) (Za)

|2 )

=~ (TP +PBIB) — (TB) (DB)

S

—_

= (P + ZBDB) — (DB) (¥B)

=2 N}

(5.59)

(5.60)

(5.61)

(5.62)

(5.63)

(5.64)

(5.65)

(5.66)

The elements of the intermodal correlation are zero with the same proof as shown in previous section.
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5.3.4 Squeezed Thermal State

Expectation Values

By squeezing thermal states of oscillators, we derive a set of expectation values for the operators:

(z)

(ap + pa)

Tr [S'Tf Apth}
<§T§c§>
1 Jaevn  au a
% <STaTs+ STaS>
i a' cosh(r) — e *asinh(r) + acosh(r) — afe’® sinh(r
\@< h(r) ®asinh(r) + @ cosh(r) ¢ sinh(r))
i cosh(r)(a" +a ,i sinh(r)(a'e’ ae”?
5 {cosh(r) @’ +a)) — — (sinh(r)(ale™” +ae™))
0
Tr |:‘§Tp‘§pth:|
<§Tﬁ§
1 ay g A
G <ST(a - aT)S>
1 /e n e an
— <STaS - STaTS>
z% (@ cosh(r) — a'e'® sinh(r) — af cosh(r) + ae™* sinh(r))
% {cosh(r)(a —a') + "G (sinh(r)(ae™* — a'e'?))
0

Tr [S'Tf2gpth}

% (afa + aa') <cosh2(r) + sinh?(r) — cosh(r) sinh(r) (ew + e*i¢)>

2N +1

(cosh(2r) — 2 cosh(r) sinh(r) cos(¢))
2N +1

(cosh(2r) — sinh(2r) cos(¢)

Tr [S'Tﬁ2§pth]

% (a'a + aa') (cosh?(r) + sinh?(r) + cosh(r) sinh(r) (¢’ +e~*))
2N +1

(cosh(2r) + 2 cosh(r) sinh(r) cos(¢))
2N +1

(cosh(2r) + sinh(2r) cos(¢))

Tr [S'T(:fﬁ + p2)Spen

—_

—(a'a + aa') (cosh(r) sinh(r)(—2isinh(¢))

~

—(2N 4+ 1) cosh(r) sinh(r) sin(¢).
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Covariance Matrix

Squeezed thermal states with squeezing strength r and squeezing phase ¢, the covariance matrix of the initial

system is For subsystem A,

For subsystem B,

Vi

Vaz

Vau

Vas

Vi

Va4

% <{ACEA, Ai‘A}>

% (2% — (24) (£4) , where AZ = & — (&)

VA4 1 (cosh(2r4) — sinh(2r.) cos(6.4))

5 ({804, 804))
5 (23) = (Pa) (Pa) , where Ap = p— {p)

2Na+ 1 cosh(2ra) + sinh(2r4) cos(4))

2 ({874, 5pa)

S (EaPa + BaTA) — (24) (Pa)

—(2N4 + 1) cosh(r4) sinh(r 4) sin(¢ )

5 (854, AT}

S (paza+Eapa) — (a) (24)

—(2N4 + 1) cosh(r ) sinh(r4) sin(¢4).

% ({Azp,Azp})
% (27%) — (ZB) (TB)
M(Cosh(er) — sinh(2rp) cos(¢))

& ({595, Aps)
% (20%) — (PB) (PB)

M(cosb(?ﬁg) + sinh(2rp) cos(¢5))

5 ({875, Aps})
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(5.75)

(5.76)

(5.77)



= eppp + poEs) — (E5) (Pp)

2
= —(2Np + 1) cosh(rp)sinh(rp) sin(¢p) (5.78)
Vis = % ({App,Azp})
= 3 (pBZB + ZBPB) — (PB) (TB)

= —(2Np + 1) cosh(rp)sinh(rg) sin(¢p). (5.79)

5.4 Condition for Maximal Entanglement of Bipartite System

Entanglement can be maximised by the variation of ) (V).

a4 (V- (xer-n
I=V) © asm) 2
2 1 ( z<v>2iz<v>)
Em - Eer UG

(5.80)

s JE - yEwe -
- Szt '

4
Note that %is stricty decreasing. Hence, in order to maximise entanglement, ¥~ need to be minimise,

ie. Y (V) is to be maximised.
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